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1 Introduction

This technical report aims to provide a deep perspective on the theoretical, methodological, and
technological foundations currently supporting discourse technological treatment, understanding
discourse as ”the use of language in context” Fairclough (1996). This is an internal report of
great value within the objective of the HYBRIDS project, since it tries to identify unequivocally the
different contributions made to date that support a true hybrid approach between the philological,
social, philosophical, and communication approaches to the discourse concept, and the current
algorithms developed for its identification, treatment, analysis, detection, and prediction.

In this context, this document is structured into five sections that allow us to address this
discourse-technological intersectionality from different angles. Firstly, section 2 fulfills a double
objective: it formally presents the Rhetorical Structure Theory (RST) discourse theory, and taking
advantage of its possibilities in terms of computational formalization, it addresses the specific
problem of the automatic discourse parsing task. Given a discursive fragment, Can we currently
obtain a discursive scheme automatically? It details RST as a formalism to express discourse
and the current algorithms with the best performance in discourse parsing task.

Linking to the more computational approaches, section 2 has numerous connections with Sec-
tion 6, where multilingual approaches in natural language and speech processing are addressed.
Most multilingual approaches express discourse using RST to later use advanced language mod-
els (Large Language models, LLMs) to provide algorithms with multilingual capabilities.

In addition, the current trends in discourse and technology are not only formalized under RST,
but there are numerous alternative approaches whose degree of computation had been much
lower until a few years ago, but whose current works present great potential in computational
tasks. Thus, this document also addresses 1) purely dialogue-based approaches in Section
3 and their possible computation alternatives 2) the formal framework Speech Act Theory in
Section 4, with an enormous current development in computational supports and developments
in tasks of special relevance for HYBRIDS, such as detection of offensive content or inaccurate
news and 3) specific formalisms for conspiracy theories that allow exemplifying the discursive
treatment without previous formal theories presented in Section 5.

https://hybridsproject.eu/
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2 Discourse Parsing and Rhetorical Structure Theory

2.1 Introduction: Discourse Parsing

Discourse parsing has sparked significant interest in recent NLP applications. This task goes
beyond the conventional scope of sentences and may extend to encompass the identification of
Coherence Relations (relations between segments of text)at the discourse level.

Among the various computational approaches to discourse, we recognize Rhetorical Structure
Theory (RST) style (Carlson et al. (2001)and PDTB style discourse parsing (Stede and Neumann
(2014). An RST-style discourse parser aims to derive a hierarchical rhetorical tree structure from
an input document, whereas a PDTB discourse parser seeks to establish a flat discourse struc-
ture between sentences or clauses rather than a tree. Additionally, we note that discourse parsing
for multiparty dialogues generates a discourse dependency graph from the input dialogue. Unlike
RST and PDTB styles, this approach allows discourse relations to exist between non-adjacent
utterances.

In this section we focus on one of the most popular formalisms for representing discourse :
Rhetorical Structure Theory Mann and Thompson (1987), which has spurred the construction of
various datasets that are now used for hierarchical discourse parsing. This last task is challenging
and discourse parsers have not achieved the same level of success as other tasks at the sentence
level. Moreover, analyzing failure cases, especially in deep learning-oriented parsers, proves
difficult.

We first outline the framework based on classical RST theory Mann and Thompson (1987)
and annotation guidelines Stede et al. (2017). Next, we describe the RST discourse parsing
task and discuss how existing corpora have been used for training and evaluating discourse
parsers. We then explore various advancements in parser architectures and their performance,
from the initial models to state-of-the-art architectures, while also examining how error analysis
has been conducted and the conclusions drawn from it. Finally, we conclude by citing notable
works and applications in discourse parsing and discourse features, and offer perspectives for
future research.

2.2 Rhetorical Structure Theory

Rhetorical Structure Theory (RST) was originally developed for text generation and creating com-
puter programs with some author-like capabilities. It has since become fundamental to many
text-based applications, including question-answering (Chai and Jin (2004) and dialogue genera-
tion (Prendinger et al. (2007)). With the rise of Deep Learning in NLP, discourse structures have
gained significant interest in two main areas: predicting discourse structures has become a pop-
ular task in itself (Zeldes et al. (2021)), and discourse features are also considered important for
various NLP tasks involving the analysis of persuasion or argumentation strategies (Chernyavskiy
et al. (2024) ; Pastor et al. (2024)).

https://hybridsproject.eu/
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2.2.1 Discourse Structure and RST-DT

RST is a model for textual analysis of coherence relations. With this model, the relations between
text segments are annotated with different classes of coherence relations such as elaboration,
contrast, causal, temporal, etc. The text segments in an RST tree are ”elementary discourse
units” (EDUs), which are contiguous sets of tokens approximately similar to independent clauses.
The relations occur not only between text segments but also between groups of text segments,
which means that the final RST representation of a complete text (book, chapter, article, com-
ment, etc.) is a hierarchical tree of text segments connected by coherence relations as shown in
Figure 1.

Figure 1: RST analysis from document wsj 609 in the RST-DT corpus, which describes the textual
analysis model of coherence relations.

Above, we can notice arrows pointing to particular structures or EDUs. These arrows differen-
tiate between the nucleus and the satellites, a differentiation that operates for each mononuclear
relation in the tree. The direction of the arrow points towards the nucleus. The differentiation
between the nucleus and the satellite is based on the principle that a text unit acting as a satellite
can be removed without altering the coherence of the discourse, whereas removing a text unit
acting as a nucleus would render the text incoherent.

2.2.2 RST-DT: The NLP task

RST-style discourse parsing involves two main tasks: discourse segmentation and tree construc-
tion. The segmentation module divides the input text into elementary discourse units (EDUs),
while the tree construction module creates an RST tree structure using these EDUs. Given that
the EDU segmentation module has achieved a performance rate nearing 95%, most research in
RST-style discourse parsing now concentrates on the RST tree construction task with predefined
gold EDUs (Li et al. (2022a)).

Discourse segmentation. The EDU segmentation task aims to segment input text into el-
ementary discourse units (EDUs). EDUs are the minimal discourse unit in RST-style discourse
parsing, and they are typically clauses. Annotators label EDUs according to the following rules:

1. Clauses that serve as subjects or objects of the main verb are not considered EDUs.

https://hybridsproject.eu/

https://hybridsproject.eu/


Deliverable D1.2 State of the art of NLP applied to DA 9/72

2. Clauses that function as complements of the main verb are not considered EDUs.

3. Complements of attribute verbs (e.g., speech acts and other cognitive acts) are considered
EDUs.

4. Relative clauses, nominal postmodifiers, or clauses that interrupt other valid EDUs are
treated as embedded discourse units.

5. Phrases that start with a strong discourse marker, such as because, are treated as EDUs.

RST tree building. For the RST tree building task, golden EDUs are already provided and
the task aims to construct an RST tree and label rhetorical relations on links. In detail, this task
contains the following subtasks: span prediction, nuclearity indication, and relation classification.

• Span prediction: This subtask can be regarded as a binary classification task that aims to
predict the tree structure of input text by classifying whether two EDUs or spans should be
merged.

• Nuclearity indication: As mentioned above, there are two different kinds of nodes in the
RST tree for hypotactic relations: nucleus and satellite. The nuclearity indication task aims
to predict the nucleus or satellite given two EDUs or spans.

• Relation classification: This subtask aims to classify the specific rhetorical relations be-
tween given two EDUs or spans. In RST-DT, there are 78 fine-grained rhetorical relations
in total, including 53 mononuclear relations and 23 multi-nuclear relations. The definitions
of a specific rhetorical relation are based on constraints on the nucleus, constraints on the
satellite, constraints on the combination of nucleus and satellite, and effect achieved on the
text receiver.

2.2.3 RST Discourse Parsing: Parser Architecture and Performance

The task of discourse parsing has evolved significantly, aligning with advancements in computa-
tional linguistics and NLP techniques. In this overview, we will highlight the most prominent efforts
to develop discourse parsers for RST. We will begin by examining rule-based methods, followed
by feature-based machine learning approaches, and conclude with state-of-the-art parsers utiliz-
ing deep learning algorithms. On Figure 2 we can see the F1-score metric performance for span
prediction.

Rule based methods. Rules are usually based on automatically derived sentential syntactic
structures, CPs, constraints related to textual adjacency and organization, and cohesive con-
structs Hou et al. (2020). The text-level parser incorporates constraints on textual adjacency and
organization into a beam search to generate optimal RS-trees.

In discourse segmentation, Tofiloski et al.,2009 argued that rule-based methods have certain
advantages over machine learning methods in avoiding the over-segmentation problem. Their
proposed discourse segmenter, SLSeg, utilizes syntax-based rules to determine EDU bound-
aries. After analyzing the characteristics of EDUs, the authors assumed that each EDU contains
a verb. SLSeg includes 12 syntax-based rules and a few lexical rules involving a list of stop
phrases, CPs, and word-level POS tags. SLSeg was tested on nine manually annotated texts

https://hybridsproject.eu/
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Figure 2: F1-score Evolution of discourse parsing performance, from papers with code, for span
prediction. Circled in Green are feature based machine learning methods while Red are deep
learning based.

with an inter-annotation agreement of 85%, including three texts from the RST website. Exper-
imental results indicated that SLSeg achieved higher precision compared to other elemenatary
feature based machine learning. However, this method was evaluated on a small corpus, and the
number of rules required to accommodate diverse written texts would be very large.

Rules can detect EDU boundaries and determine rhetorical relations between text spans.
However, for heterogeneous and lengthy texts, a vast number of rules are needed, leading to
combinatorial explosion problems, making the approach time-consuming and costly.

Feature based machine learning. In the field of machine learning and discourse parsing,
we should mention Sagae, 2009 who proposed a model comprising two main procedures: dis-
course segmentation and discourse parsing. Discourse segmentation is modeled as a binary
classifier that determines whether to insert an EDU boundary after a word, utilizing features such
as syntactic dependency labels and the POS tags of the current and neighboring words. This
classification is performed using an averaged perceptron. The transition-based discourse pars-
ing involves a straightforward percolation of ”head EDUs,” resulting in significant improvements
in accuracy and speed on the RST-DT corpus compared to previous methods. Additionally, this
algorithm is highly efficient, operating in linear time.

We should also mention the HILDA parser as a noteworthy effort in this field. HILDA is a
document-level RST parser developed by Hernault et al., 2010. The first step in HILDA’s process
is discourse segmentation, where a combination of syntactic and lexical features is used to train a
binary classifier to segment the text into EDUs. Subsequently, two SVM classifiers are employed
to construct the tree structure in a greedy manner. The resulting RS-tree is always a binary tree,
with multi-nuclear rhetorical relations binarized into a right-branching binary tree. The first SVM
classifier determines the probability of a structural relation between consecutive EDUs, merging
the pair with the highest probability. The second classifier, a multi-class SVM, selects rhetorical
relations for the merged EDUs. This process is repeated until the full RS-tree is built. The
features used for relation labeling include several shallow lexical and syntactic features. For the
CP, instead of using a pre-defined CP dictionary, an empirical 3-gram dictionary from the training

https://hybridsproject.eu/
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corpus is constructed. HILDA was evaluated on the RST-DT corpus using 18 high-level rhetorical
relations and is noted as the first fully implemented text-level RST parser.

Deep Learning based approaches. Deep learning architectures have demonstrated the
ability to capture relevant representations that conventional machine learning-based methods
often miss. In RST parsing, the main idea approach is to transform each discourse unit into
an abstract vector representation. These representations are then used at later stages of the
parsing process to compute the most likely structures and to classify relations between these
same structures or between spans of text. EDU abstract vector representations can be used
differently, at various stages of the parsing process. Here, we limit the presentation to parsers
that achieved state-of-the-art performance before 2024.

For instance, in a top-down parsing approach, Liu et al., 2021a propose document-level neural
parser includes several key components. Initially, a segmenter predicts the EDU breaks, followed
by a hierarchical encoder that generates the EDU representations. Then, a pointer-network-
based decoder and a relation classifier work together to predict the tree structure, nuclearity, and
rhetorical relations. The decoder maintains a stack to track top-down, depth-first span splitting.
For each splitting point, sub-spans are fed to a classifier to determine nuclearity and relations.

In a bottom-up approach, Nguyen et al. (2021),2021 consider discourse parsing as a se-
quence of splitting decisions at token boundaries, using a seq2seq network to model these deci-
sions. Their framework enables discourse parsing from scratch without requiring prior discourse
segmentation; instead, it produces segmentation as part of the parsing process. The unified
parsing model employs a beam search to decode the optimal tree structure by exploring a space
of high-scoring trees. Through extensive experiments on the standard English RST discourse
treebank, the authors demonstrate that their parser significantly outperforms existing methods in
both end-to-end parsing and parsing with gold segmentation. Moreover, it achieves this without
using any handcrafted features, making it faster and more easily adaptable to new languages and
domains.

2.2.4 RST Signals and Error Analysis

Early research on discourse parsing has highlighted the importance of discourse markers (DMs).
Studies, demonstrate that DMs like ”if” can make certain relations, such as CONDITION, easier
to identify (Pitler et al., 2008). This focus is particularly evident in shallow discourse parsing
using the Penn Discourse Treebank (PDTB), which concentrates on local text relations. Explicit
relations, often signaled solely by DMs, are considered the easiest to recognize. Neural parsers
using contextualized embeddings have shown high efficacy in identifying these explicit relations,
achieving notable F1 scores for both explicit and implicit relations.

In contrast, investigations into DMs within the RST framework, such as those by Das and
Taboada, 2019, are less common. Liu et al., 2023 specifically explored the role of DMs in RST
parsing, finding that while DMs are influential, intra-sentential features can be more significant in
predicting relation labels. This suggests that explicit relations are not exclusively signaled by DMs
but also by other textual elements, indicating the need for further research into these additional
signals of coherence relations.

In the context of these findings, Pastor and Oostdijk, 2024 have presented an approach for
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assessing the importance of Das and Taboada, 2018 signals within the context of discourse pars-
ing. Their initial observations reveal distinct patterns in the performance of a discourse parser
when graphed for specific signals, leading to various implications. Initially, it is noted that DMs
are not consistently reliable signals for all relationships; in fact, they can be viewed as distractors,
causing confusion between relations signaled by the same DMs. Subsequently, an examination
of the effectiveness of alternative signal types, including syntactic, semantic, and genre-related
signals, is conducted. The findings demonstrate that, despite certain syntactic signals not being
predominant for specific relations, they still prove to be effective. Subsequently, the authors con-
duct an experiment incorporating the modeling of RST signals as features for a parser error or
parser success prediction model. The results demonstrate the relevance of utilizing signals as
features, providing valuable insights into the signals (or combination of signals) that facilitate re-
lation recognition. Moreover, their observations also shed light on scenarios where the presence
of specific signals might pose challenges or lead to confusion, making it difficult for the parser to
accurately discern certain relations.

2.3 Conclusion

The rise of Deep Learning in NLP has significantly increased interest in discourse structures,
both as a task in itself and as a crucial component for various NLP tasks such as analyzing
persuasion or argumentation strategies (Zeldes et al., 2021; Chernyavskiy et al.,2024; Pastor
et al.,2024) The segmentation module, responsible for dividing text into elementary discourse
units (EDUs), has achieved a performance rate nearing 95%. Consequently, current research
predominantly focuses on the RST tree construction task using predefined gold EDUs.

Discourse parsing has evolved alongside developments in computational linguistics and NLP
techniques. Various parser architectures have been proposed, ranging from rule-based methods
to deep learning algorithms. Rule-based methods utilize predefined rules to detect EDU bound-
aries and determine rhetorical relations between text spans. However, these methods are limited
by their scalability and complexity, particularly when dealing with heterogeneous and lengthy
texts, leading to combinatorial explosion problems.

Feature-based machine learning approaches, such as HILDA, have demonstrated significant
advancements by incorporating high-level rhetorical relations and performing evaluations on the
RST-DT corpus. These methods marked a transition towards more sophisticated models capable
of handling text-level RST parsing comprehensively.

Deep learning architectures have further advanced RST parsing by capturing relevant rep-
resentations that traditional machine learning methods often miss. The main approach involves
transforming each discourse unit into an abstract vector representation, which is then used in
subsequent stages to compute likely structures and classify relations between spans of text.
These state-of-the-art parsers have shown remarkable performance improvements, establishing
new benchmarks in the field.

Error analysis in RST discourse parsing has revealed crucial insights into the effectiveness of
various signals. Pastor and Oostdijk, 2024 assessed the importance of signals such as discourse
markers (DMs) and found that they are not consistently reliable for all relationships, often caus-
ing confusion. Alternative signals, including syntactic, semantic, and genre-related cues, were
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examined, showing that despite some syntactic signals not being predominant for specific rela-
tions, they still prove effective. Modeling RST signals as features for predicting parser errors or
successes highlighted the relevance of using these signals to facilitate relation recognition. This
analysis also identified scenarios where certain signals could pose challenges, making accurate
relation discernment difficult for parsers.

In summary, the field of RST discourse parsing has progressed significantly with the advent
of deep learning, moving from rule-based methods to sophisticated deep learning architectures.
Ongoing error analysis continues to refine our understanding of effective signal utilization, ulti-
mately contributing to the development of more robust and accurate discourse parsers.

3 An Argumentative Perspective on the Dialogic Discourse

This section focuses on providing an overview on dialogical argumentation, with a strong fo-
cus on presenting Natural Language Processing (NLP) based techniques and tools that study
two of the main dialogue types, persuasion and deliberation. As conversational AI (AI personal
assistants/agents and Bot-as-a-Service (BaaS)) takes the forefront role in recent technological
advancements of the world, it is imperative to shed light on the various discourse and computa-
tional software and tools that are available for analyzing conversations in different contexts and
settings, whether from a symbolic perspective or a computational one. Likewise, Social media
has cemented itself as the leading platform for acquiring, exchanging and propagating new infor-
mation at a scale, unprecedented in terms of volume, velocity and variety. With new Generative
AI and LLMs gaining momentum, we see Conversational AI observing exponential growth in
development and research across industries requiring human-computer interaction. This chap-
ter will highlight how argumentation can play an important role in online discussion and debate
platforms for improving critical reasoning and learning capabilities of the users, building efficient
decision making models capable of evidence-based practical argumentation, and understanding
how information exchanges occur on the platforms.

3.1 Introduction to Dialogical Argumentation

Dialogical argumentation finds itself in a unique intersection of three main and emerging techno-
logical advancements, namely argumentation modeling, conversational artificial intelligence, and
social media analysis. Argumentation models have become increasingly important in computer
science and artificial intelligence (Lippi and Torroni, 2016; Macagno, 2021; Lytos et al., 2019),
finding application across multiple industries and sciences such as biology, genetics, political sci-
ence, and law. Social media has become the primary source for opinion formation, information
exchange, and mass communication (Sapountzi and Psannis, 2018; Álvarez-Peralta et al., 2023).
Consequently, there has been an increase in information manipulation, opinion polarization, and
harmful content propagation, leading to a need for effective regulation and information moderation
(Silva, 2016; Myers West, 2018; Wilson and Land, 2021; Gearhart et al., 2020). Finally, as conver-
sational artificial agents, i.e. chatbots such as ChatGPT (https://openai.com/index/chatgpt/) and
Gemini (https://gemini.google.com/app), start becoming the main tools for information search and

https://hybridsproject.eu/

https://openai.com/index/chatgpt/
https://gemini.google.com/app
https://hybridsproject.eu/


Deliverable D1.2 State of the art of NLP applied to DA 14/72

knowledge generation, it is imperative to build tools that allow for efficient human-machine com-
munication and understanding (Bansal et al., 2024). The focus on building efficient and optimal
dialogical argument models finds its origin embedded in this intersection of the three technolog-
ical domains. Dialogical argumentation has shown to to improve critical thinking and reasoning
capabilities of the participants (Visser and Lawrence, 2022; Felton et al., 2015) in a discussion
allowing for a richer and productive exchange. They can improve the learning and reasoning
capabilities of a students, especially in a collaborative ecosystem. It is also widely accepted that
argumentation enhances deliberative interactions to generate justifiable and reasonable consen-
sus or a conclusion that is acceptable by all the parties (Schneider, 2014). This can be useful for
making better artificial agents and find application in customer care services, content moderation,
and decision making. Likewise, public policies and proposals that are built on informed participa-
tion (participants are aware of the nature of discussion and all of the arguments being presented
to make an informed choice) can greatly improve the process of deliberative democracy (Lustick
and Miodownik, 2000; Iandoli et al., 2018; Atkinson et al., 2006; Zenker et al., 2023).

Dialogical argumentation deals with the task of studying how arguments are structured, con-
nected and presented in a dialogue. we begin by defining what constitutes as a dialogue, for
which we refer to the definition proposed by Douglas Walton (Gordon and Walton, 2009; McBur-
ney et al., 2010). A dialogue can be defined as an ordered 3-tuple ⟨O,A,C⟩ where O is the
opening stage, A is the argumentation stage, and C is the closing stage. Each of these stages is
marked by having distinct moves that can be made by the participants in the discussion. These
moves are also restricted by the type of the dialogue being analyzed and thus are subjective from
one context to another. For instance, there is no need to identify the position in an information-
seeking dialogue (refer to Table 2). Likewise, deliberative dialogues can have a ”brainstorming”
event during their opening stage where various proposals are put forward in an attempt to un-
derscore the available choices or courses of action. Efforts are being made to build a compre-
hensive list that defines these moves, based on speech acts, argumentative strategies (observed
from debates and legal proceedings), and the nature of the discussion (Felton et al., 2022). In
Table 1, we list some common linguistic and dialectical moves that participants can make during
these stages, compiled from various works of Felton et al. (2022); Asterhan and Schwarz (2009);
Hitchcock et al. (2001); Kok et al. (2011).

Stage of Dialogue Move Micro-Purpose Sample statements
Opening Initiate start discussion ”I have a doubt...”; ”I believe that....”
Opening Identify define issue and/or proposal ”We should...”; ”We must... ”; ”We need to...”

Argumentative Argument / Counter - A advancing arguments ”I propose that...” ; ”This promotes/destroys...”
Argumentative Justify / clarify invite elaboration of argument ”Please explain...”; ”... needs to be clarified”
Argumentative Add / advance build / support argument in addition...””; ”...supported by...”
Argumentative Counter / rebut critically evaluate argument ”I disagree...”; ”I challenge...”
Argumentative Withdraw / concede withdraw one’s argument ”My argument is flawed...”; ”I withdraw ...”

Closing Recap review / summarize ”To summarize / conclude ...”
Closing Accept / reject reaching consensus ”I end discussion...”, ”I accept / reject proposal ...”

Table 1: Common moves possible at each stage of a dialogue.

In the opening stage, participants agree to initiate or participate in a discussion on a particular
issue/proposal/proposition. All participants identify the goal of the discussion (referred to as the
collective goal) as well as their own individual goals that they want to advocate or achieve through
the course of the discussion. This initial exchange and the goals themselves establishes the type

https://hybridsproject.eu/

https://hybridsproject.eu/


Deliverable D1.2 State of the art of NLP applied to DA 15/72

of dialogue that will take place in this interaction. In the Table 2, we list the seven commonly
identifiable type of dialogues as proposed by Walton (McBurney et al., 2010; Parsons, 2007).
Identifying the type of the dialogue, and the individual and collective goals, are critical for de-
termining the type of discussion that will take place and accordingly the type of argumentative
analysis that is required to understand the exchange. However, it should be noted that it is very
natural for the nature of the dialogue to shift or transition from one type to another during the
dialogical interaction as new information is introduced and exchanged between the participants.
This dialectical shift generally occurs during the argumentative stage (Andone, 2008; McBurney
et al., 2010). For instance, in an ongoing debate in a legislative assembly, there is a motion
to pass on whether a dam should be constructed or not. Consequently they consult experts in
engineering and ecology for advise. Thus, the dialogue naturally transitions from being a deliber-
ative dialogue to an information-seeking one and then back to being deliberative as the available
choices are again made clear and a consensus may be reached. This smooth transition or shift
is referred to as dialectical embedding (Andone, 2008; McBurney et al., 2010) and establishes
a productive and functional relationship between the two dialogues. These are often observed
on formal discussions with the participants and goals being explicitly defined. Alternatively, these
shifts can be abrupt, with a clear line of interference observable in the argumentation process.
This can often be seen in informal discussions such as the ones on social media platforms where
there is a variable level of participation and diversity of position that can seek to upset the flow of
discussion.

Type of Dialogue Initial Situation Participant’s Goals Goal of Dialogue
Persuasion Conflict of Opinions Persuade Other Party Resolve or clarify Issue

Inquiry Need to Have Proof Find and Verify Evidence Prove (Disprove) Hypothesis
Discovery Need to Find an Explanation of Facts Find and Defend a Suitable Hypothesis Choose Best Hypothesis for Testing

Negotiation Conflict of Interests Get What You Most Want Reasonable settlement both can live with
Information-Seeking Need Information Acquire or Give Information Exchange Information

Deliberation Dilemma or Practical Choice Co-ordinate Goals and Actions Decide Best Available Course of Action
Eristic Personal Conflict Verbally Hit Out at Opponent Reveal Deeper Basis of Conflict

Table 2: Seven commonly identifiable Types of Dialogue. Source: (Gordon and Walton, 2009)

Usually, dependent on the type of the dialogue, we can also observe the establishment of the
global ’burden of proof’ (Gordon and Walton, 2009) in the opening stage. According to Walton,
burden of proof can be defined as, ’allocation made in reasoned dialogue which sets a strength
(weight) of argument required by one side to reasonably persuade the other side’. There is a
growing literature of the role and significance of studying burden of proof in argumentation and
on formal dialogue models (Gordon and Walton, 2009; Godden and Wells, 2022). In simple
words, the participant/party in the dialogue that fails to provide or resolve their respective burden
of proof in the dialogue tends to be on the loosing or compromised side. Identifying and modeling
this burden of proof is a critical area of research and focus in the argumentation society especially
in the fields of law and public policy making, where proof or evidence play a critical role in winning
the argument. Many argumentative tactics and strategies have been designed, centered around
the burden of proof, in order to win the argument (Gordon et al., 2007; Godden and Wells, 2022).

In the next stage referred to as the argumentative stage, the participants or parties (partici-
pants sharing the same goal) establish their position on the issue or proposal. A commitment pool
can be identified that contains each party’s respective stance on the issue and the arguments that
they hold critical to their defense. They take turns to make moves, identifiable by speech acts such
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as asking questions, making assertions, or putting forward an argument, as listed in the table 1.
As each party presents their argument, there is also an emergence of local burden of proofs asso-
ciated with each statement. Through the course of the argumentative stage, there is exchange of
the arguments and their burden of proofs between the parties. The local burden of proof for each
argument can change and move from one side to the other as new arguments or evidence are
put forwarded and critically questioned. As each party makes their move, there is a consequential
result of insertions or retractions from each party’s proposal/opinion from their commitment pool
as they propose, acknowledge, concede or withdraw their argument. This dynamic exchange is
vital for moderating the flow of discussion as well as ensuring that the discussion is progressing
toward the original goal of the discussion. Any deflection from the main flow of discussion can
be see as attempts to distort or misguide the discussion (Chang and Danescu-Niculescu-Mizil,
2019).

Finally, at the closing stage, we study the outcome of the argumentative stage and determine
which party has successfully met their global burden of proof, as per the requirements set for it
in the opening stage. Usually at this stage, moves such as summarize or conclude are enacted
that underscores if the goal of the dialogue has been achieved and determine the outcome of the
discussion.

It is important to establish that arguments in themselves are of defeasible nature, i.e. they
can be defeated or proven inadequate in a later stage, as new information and arguments are
provided. This defeasible nature of argumentation leads to two main types of dialogues of inter-
est, persuasion and deliberation. These find immense application in the fields of political science,
law, public policy administration, and scientific discourse. From the table 2, we can note the dif-
ference between the two in terms of the goals and the initial situation with which the discussion
starts. Deliberative dialogues are not aimed at finding the truth but arriving at a decision on what
should be done. They often start with identifying the problem or issue that has to be resolved,
after which proposals are put forward by the parties (referred to as ’brainstorming’) and they start
establishing their respective positions or stance on the matter. These discussions are designed
with collaboration as the central navigating force where the parties collectively steer the proposed
actions toward a common goal, i.e. reach a consensus either through agreement or compromise.
There are no explicit winners or losers in this form of discussion. Persuasive dialogues instead
are truth-directed discussions where the proposition is either accepted or rejected by the parties.
The discussion starts with a claim or proposition supported by one party and contested by an-
other. The central navigating force in the discussion is the adversarial interactions that deal with
proving or disproving the propositions until a resolution can be clearly made and the conflict is
resolved. While both deliberative and persuasive dialogues differ in their opening and closing
stages as well as in regard to their respective collective goals, it is interesting to observe that
the argumentative stage in both are practically similar. The interactions observed during the ar-
gumentative stage is of great interest for the purpose of identifying the nature of support for a
particular proposal or proposition as well as identifying the strong arguments that are placed by
either side of the motion.

For the course of this chapter, we shall primarily focus on these two types of dialogical argu-
mentation. In the next section, we briefly highlight some of the common schools of thought that
identify the theoretical approaches to modeling these arguments. In the third section, we discuss
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some current symbolic and representational approaches that have been built to study these di-
alogues, mentioning some software and tools that can be used to interpret and represent these
dialogues. Finally we conclude the chapter by underscoring some of the challenges faced by the
dialogical research community and the future directions that this research field is moving toward.

3.2 Modeling Dialogical Argumentation

We start this section by stating that the theoretical approaches mentioned here are adapted
from the theory of argumentation which in itself is vast and diverse in historical interpretations
and theories. For the sake of brevity, we shall only focus on the aspects of these theories that
are applicable to the dialogical domain. Dialogical argumentation was studied under the field
of ”dialectics” that historically focused on studying argumentation in debates where two or more
parties present diverse viewpoints or opinions and there is a desire to reach an agreement or
consensus among the parties (Walton, 2007). It didn’t receive much attention in the beginning
as argumentation was primarily studied from the formal logic perspective. Dialectical argumenta-
tion was (and still rightfully is) put under the domain of informal logic, as opposed to well-studied
formal logic (Walton, 2007) which studied argumentation from a logical and rhetorical viewpoint.
A recent interest in studying informal fallacies (such as the ones noted in Aristotle’s Topics and
On Sophistical Refutations), shifted the focus on studying arguments away from their logical and
abstract forms (as defined in argumentation schemes) and more toward conversational formats
where the argument was no longer formal and abstract but rather contextual. This new school of
thought required analysing the arguments by also taking into account related texts such as expla-
nations and asking of questions, that otherwise had not been seen as argumentatively relevant.
These statements played an essential role in the sequence of argumentation and in evaluating
the strength of the argument, whether the premises support the conclusion as good reasons are
not. We establish that dialogical argumentation falls under the informal logic and argumentation
theory school of thought, referred to as dialectical reasoning. Given that informal logic dictates
that the arguments are contextual in nature, we now present some novel schools of thought that
have emerged which attempt to analyse and model these arguments from a practical reasoning
viewpoint.

The ”pragma-dialectical” school proposes to set-up ”critical discussion” as the model for the
argumentation, wherein the aim is for the discussants to resolve their difference in opinion (van
Eemeren and van Haaften, 2023). They focus on the ”reasonableness” of an argument that is,
avoid fallacies which tend to obstruct the goal of a critical discussion. This goal is based in the
resolution of opinions, i.e. reach a consensus. However, this approach may also often view the
goal to be to ”win” the argument rather than reach consensus. Rhetorical techniques, seen as
”strategic maneuvering” can be employed as long as they don’t derail the discussion. However
the issue in this approach is that it seems to insist that the discussants are both committed to
winning the discussion as well as committed to reaching a consensus. In other words, it does
not adequately differentiate between the different types of claims that people may argue for. A
more in-depth and comprehensive focus on pragma-dialectical approaches can be found in these
papers (Wen, 2016; Visser et al., 2020; van Eemeren and van Haaften, 2023).

Another quite popular school of thought, Walton’s taxonomy of argument schemes (Walton
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et al., 2008), focuses on defining the normative models for identifying and classifying arguments
based on an abstract structure of the argumentation. These schemes represent common types
of arguments used in everyday discourse. Walton’s follows a form of ”presumptive reasoning”
synonymous with the concept of ”defeasible” or abductive reasoning. As stated above, these ar-
guments were categorized as fallacious originally in the logic textbooks. However these inherently
defeasible arguments form a critical component of everyday practical reasoning. For example,
arguments based on expert opinions are often used in social and intellectual institutions as expert
testimonies, DNA evidence etc., representing a dominant form of evidence. This recent paradigm
shift about rational argumentation has affected many fields of science and industry such as law,
cognitive science, artificial intelligence, philosophy, biology, and any other areas where rational
argumentation is centrally important. In Walton’s book on Argumentation Schemes (Walton et al.,
2008), many important types of argument schemes have been compiled and substantiated, high-
lighting their premises, conclusions and the set of critical questions that should be answered in
order to recognize the argument’s strength. They identified roughly 60 different argumentation
schemes. Critical questions play a vital role in the definition of scheme, as well as in the develop-
ment of argument modeling applications — computational or otherwise — with the purpose being
to capture these critical questions in an appropriate way. To substantiate this with an example,
let’s discuss one of the relevant argument schemes, namely the ’Argument from Expert Opinion’.
We present two main interpretations of the Argument to Expert Opinion in figures 3 and 4. The
first figure displays the argumentation scheme with the set of critical questions, as proposed by
Walton. The conditional premise represents the Toulmin warrant (Reisert et al., 2015) that helps
gives the argument its backing. This argument has a defeasible modus ponens structure. In a
given case, argument of this form could throw weight on the conclusion that the proposition A
is plausible. However, if E is deemed to not be a credible expert, it would defeat this argument
and undermining accepting A. In the second figure, a more explicit representation of this argu-
ment form has been presented where in the critical questions are explicitly built into the argument
scheme, making it complete by itself. However, from a practical implementation perspective, the
first representation of the argument scheme is more useful as strikes a nice balance of present-
ing the core requirements for the proposition to stand, while also allowing the users to select
strategically between the critical questions, for probing the weak points of the argument. Also
from the argument diagramming perspective, the first form is more attractive as it is easier to
represent the general structure of the scheme and allow the analyst with the flexibility to include
only the relevant critical questions, while the full set of critical questions can be retained in the
meta information of the scheme and can be inferred later if required.

One would question how argument schemes can be normative if these practical arguments
themselves are defeasible in nature and can be challenged by asking the critical questions. The
proposed solution to this challenge is the concept of ”profiles of a dialogue” (Krabbe, 2002).
These represent a sequence of moves that represent only a small part of the long dialogue but
are descriptive in identifying the patterns of the moves. This can thus be used to make assump-
tion about the nature of the dialogue, whether it follows a normative scheme, or deviates from
one, which can be diagnosed as faults, errors or fallacies. Another challenge to these schemes
are the issues of enthymemes, that is implicit arguments (Walton and Reed, 2005). These can be
mitigated by making attempts to justify the argument using the critical questions and the concept
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Figure 3: Argument from Expert Opin-
ion with separate critical questions (be-
low). Source: Walton et al. (2008)

Figure 4: Argument from Expert Opin-
ion with critical questions as separate
premises. Source: Walton et al. (2008)

of burden of proof. However, there is a need for rule that puts an end to the process of criti-
cal questioning and is often referred to as completeness problem for presumptive argumentation
schemes. Another issue to be noted is that this model tends to fails in deliberative dialogues.
In deliberation, proposals and their actions are studied as opposed to propositions. Following
the presumptive approach, any action proposed by the participant that brings a benefit (that is,
serves the goal) should be accepted, but in a scenario the participant has any more goals that
counters this action, then that action should be rejected. Realistically, it is often the case that a
participant will have multiple goals of differing nature, resulting in all of the arguments (actions)
being defeated as per the presumptive reasoning. Thus, presumptive model of defeasible argu-
mentation is not suitable for use and evaluation of deliberative arguments. Walton also highlights
the challenges this approach can play in the field of artificial intelligence and computational mod-
eling of arguments. As per him (Walton et al., 2008), argumentation schemes should be designed
to be

• rich to cover a large proportion of natural argument

• simple so that it easily be taught, replicated and applied by students (at schools), as well as
researchers for training AI models

• fine-grained so that it can be used both as a normative (generalized) and as an evaluative
system

• rigorous and robust so that it can be adopted into various architectures and computational
languages such as XML, JSON, etc.

• clear so that it is easy to be integrated into symbolic modeling approaches such as argument
maps, argument graphs, etc.

Finally, we briefly mention another school of thought of argument modeling, namely Wage-
man’s Periodic Table of Arguments. As highlighted in the works of Katzav and Reed (2004) and
Hornikx (2013), most of the proposed argument schemes are unsuitable for use in the area of
artificial intelligence due to the lack of formal ordering principle. For instance the presumptive
approach to dialectic argumentation discussed above originates from an empirical starting point,
rather than from a theoretical viewpoint, and thus is essentially not a complete set that even Wal-
ton them-self also acknowledge (Visser et al., 2021). At the same time the pragma-dialectical
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Figure 5: Periodic Table of Arguments. Source: Wagemans (2023)

approach, though being theoretical backed, doesn’t seem to efficiently explain why there only
three different types of argument schemes and not more or less. The three proposed schemes
themselves fault in their interpretation (Hitchcock et al., 2001). Wageman proposed developing
a classification of the arguments based on a set of formal ordering principles. The first principle
establishes a distinction between the subject argument(s) and the predicate argument(s) based
on a formal-linguistic analysis. Then, a distinction is made between first-order and second-order
arguments based on the mechanism that governs argumentation from authority. Finally, the type
of argument is characterised by the combination of the propositions they instantiate, the latter be-
ing based on the typology of propositions as proposed in the debate theory (Wagemans, 2014).
These include the proposition of policy (P), the proposition of value (V), and the proposition of
fact (F). Figure 5 presents the proposed Periodic Table of Arguments, based on these three prin-
ciples. The author of the approach has indicated that this classification still needs to expand
to systematically incorporate the dialectical and rhetorical accounts of the arguments. A newer
version of this table can be seen in Visser et al. (2021).

3.3 Symbolic Approaches to Dialogical Argumentation

While the previous section focused on identifying and classifying arguments as a unit in a di-
alogue, this section focuses on studying relations between these units in form of symbolic ap-
proaches. We start by introducing some of the common theoretical approaches that lay ground
to how arguments are connected to each other. The most prominent of which is the Inference
Anchor Theory (IAT) (Budzynska and Reed, 2011) that provides a theoretical framework to dia-
logical argumentation. Built on the principles of Discourse Analysis and Argumentation Theory,
IAT presents an explanation of the argumentative units in form of ”anchoring” of the reason-
ing structures in persuasive dialogical interactions. It bridges the gap between logical reason-
ing and dialogical argumentation. IAT sets out to answer the question of where argumentation
comes from in dialogical interaction, and acts as a theory-neutral scaffolding that integrates dif-
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Figure 6: Diagrammatic visualization of a dialogical example from the US2016 corpus showing
how propositional reasoning on the left is anchored to the dialogical realisation of the argument
on the right. Source: Visser et al. (2021)

ferent communicative structures, namely dialogue structure, argument structure (including infer-
ence understood in the logical manner) and illocutionary forces such as asserting, suggesting
or promising, to anchor argument structure in dialogue structure (Budzynska and Reed, 2011).
IAT is also geared toward computational linguistics and software implementation. This is accom-
plished by adhering to the extended Argument Interchange Framework (AIF+) standard (Rahwan
and Reed, 2009). The latter is a graph-based ontology that facilitates representations of different
locutionary, illocutionary and propositional structures and allows for analysis of the argumenta-
tive discourse. AIF combines three different software aspects, namely argumentation protocols
for example ASPIC+ with molecular arguments (Modgil and Prakken, 2014), software for visual-
ization of arguments (like Rationale (Reid, 2011) or OVA (Janier et al., 2014)), descriptive logic
matching tools for mathematical logic and IT-representation of knowledge (Rahwan et al., 2011).
More information on how AIF can be used for modeling dialogical, more specifically deliberative,
argumentation can be found in Rahwan and Reed (2009); Lisanyuk and Prokudin (2021). In fig-
ure 6, an example from the US2016 corpus (Visser et al., 2021) is given that employs IAT to study
the relation between the different arguments proposed in the dialogical interaction. Other works
of literature employing IAT and AIF include Lawrence et al. (2016); Hautli-Janisz et al. (2022).

Many software and tools have been developed that model dialogical arguments through vari-
ous interactive visualizations, primarily as graphs or ontologies.

• OVA – developed by the Centre for Argument Technology of Dundee University (Scotland)
(Janier et al., 2014);

• Carneades – developed by T. Gordon (Potsdam University) and D. Walton (Gordon et al.,
2007);

• Rationale – initially developed by T. van Gelder’s team in Melbourne University; today is a
commercial software (https://www.rationaleonline.com/);
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• bCisive – elaboration of Rationale for representation of argumentative support of decision-
making (https://www.bcisiveonline.com/);

• VIANA - Visual Interactive Annotation of Argumentation developed by Fabian Sperrle and
his team (Sperrle et al., 2019);

• BCause - developed by Lucas Anastasiou and his team for purpose of rich online discus-
sions (Anastasiou and De Libbo, 2023);

• Kialo - developed by the team of Kialo for purpose of encourage critical discussions and
debates (https://www.kialo.com/)

These tools have been used to automate the process of dialogical argument modeling, critical
to automating the task. We see that these symbolic representations can be useful for visualizing
argumentative dialogues and understanding how the dialogical process evolves over the course
of the discussion. This allows for easier and faster annotation, relation identification, as well as
determining the dialogical type and goals. Arguments can be connected to each other based on
the the nature of their support, or based on their role in claim verification or conclusion generation,
or based on their network features (such as the topic in discussion, the stance taken on the topic,
as well as the speaker or proponent of the argument). These connections can be defined through
various logical, dialectical, rhetorical, or discourse analysis techniques. This finds application in
developing accurate and reliable resources for the purposes of computational argumentation as
discussed in the next section.

3.4 Computational Approaches to Dialogical Argumentation

In this section, we briefly highlight some of the main dialogical applications and models that have
been built based on the modeling of dialogical argumentation. Computational implementation of
dialogical models fall under the domain of argument mining, where the objective is to retrieve
or mine information/knowledge from the arguments present in the text (Budzynska and Reed,
2019; Arora et al., 2023). Mining from dialogical arguments can be grouped under three broad
categories — argument structural analysis, argument content analysis, and argument network
analysis.

In argument structural analysis, the objective is to identify arguments for the purpose of opin-
ion mining (Rocha and Lopes Cardoso, 2017; Alhindi et al., 2020), fact-checking (Visser and
Lawrence, 2022), and argument type identification (Wagemans, 2023). This automation often
requires the task of defining an argument scheme as explained in the previous sections. The
schemes is dependent on the objective of the task, like argument identification or argument clas-
sification, as well as on the source of the data, such as official public or scientific documents
(Ruggeri et al., 2023), social media (Macagno, 2022), online debate and discussion forums (Ab-
bott et al., 2016; Mestre et al., 2021; Goffredo et al., 2023), news platforms (Sardianos et al.,
2015), or review submission platforms (Passon et al., 2018). From a dialogical context, there is
an interest to study how different arguments are connected to each other as a relation to one
other, such as a premise-claim relation pair (Boltuzic and Šnajder, 2016; ?), or as a premise-
conclusion relation pair (Gurcke et al., 2021).
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In argument content analysis, the objective is to study the nature of the argument or arguments
as a group. This finds application in tasks such as in argument strength estimation (Wachsmuth
et al., 2017; Guo and Singh, 2023), stance (or sentiment) detection (Stefanov et al., 2020; Lai
et al., 2020; ALDayel and Magdy, 2021; Alturayeif et al., 2023), opinion polarization (Belcastro
et al., 2020; Kushwaha et al., 2022; Nguyen and Gokhale, 2022), and ideology analysis (Conover
et al., 2011; Chen et al., 2017; Kawintiranon and Singh, 2022).

Lastly, in argument network analysis, there is an interest in developing expert models such as
knowledge graphs (Chen et al., 2017; Pan et al., 2024) that are able to represent arguments as
a network or a graph. This allows for improved knowledge representation and finds application
in argument generation (Lawrence and Reed, 2017; Hinton and Wagemans, 2023), dialogical
summarization (Misra et al., 2015; Egan et al., 2016; Misra et al., 2017), and argument search
(Pan et al., 2024).

3.5 Conclusion

The first section introduced dialogical argumentation by defining what constitutes as a dialogue,
marking the different moves that can be made at various stages of a dialogue, the different types
of dialogue that can be defined in the discourse based on their initial situation, dialogic goals,
and the individual goals. Another important concept of ”burden of proof” was introduced and dis-
cussed as an important defining element to the flow of discussion and estimating the conclusion of
a discussion. A short comparison was made on two main types of dialogues, namely the persua-
sive and deliberative dialogues highlighting their differences and relevance in the discourse. From
there, we proceed to the next section that focused on identifying and classifying the argument it-
self in the dialogic discourse. We discussed three main schools of thought, ’pragma-dialectical’,
’Walton’s taxonomy of argument schemes’, and ’Wageman’s Periodic Table of Arguments’ that
attempt to model arguments. For each of these schools, we presented some examples and
applications in the literature as well as raised some identified concerns and challenges to the
modeling approach. In the next section, we transitioned into the domain of symbolic representa-
tions in forms of graphs, argument frameworks and maps. This section focused on how different
arguments in a dialogical interaction can be connected to each other and the relations between
them was studied. This section also provided some existing software and tools that have been
designed and released for the purpose of modeling dialogical arguments.

We started this discussion by mentioning three main technological advancements that have
spearheaded the development of dialogic discourse, from an argumentative perspective. We
conclude by stating some of the challenges and future directions observed in dialogical argu-
mentation with respect to each of these fields.

Argumentation Theory. In section 2 and 3, we highlighted some of the underlying chal-
lenges when it come to defining dialogues from an argumentative perspective. Since dialogical
arguments were originally seen as defeasible and belonging to informal logic, not much attention
was given to them. This has resulted in lack of argumentation models or tools that are applicable
to this domain. However, there is a recent change in the trend now, where focus is being navi-
gated to this domain. Some prominent research events that actively make dialogical analysis as
part of their research focus include conferences and special interest groups such as SIGDIAL
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(https://www.sigdial.org/), COMMA (https://comma.csc.liv.ac.uk/), ECA (https://ecargument.org/)
as well as workshops like the ArgMining workshop (https://argmining-org.github.io/2024/) and
the ARGMAS workshop (http://www.mit.edu/∼irahwan/argmas/). As we highlighted in section 3,
there is also a growing trend in providing open-source and open-access resources such as di-
alogic data, software for modeling and visualization, as well as argumentation frameworks that
can be used as template for modeling and building dialogic models. There is however, a need
to ensure that there is consistency, transparency and reliability in how these resources interpret
and represent the arguments (Visser et al., 2018; Lisanyuk and Prokudin, 2021).

Social Media. While in Deliverable 2 from the HYBRIDS Work Package 2: Discourse Analy-
sis, we highlighted in brief how opinions and arguments in extension play a role in social media,
we briefly reiterate the same. Argumentation models can find application in the social media plat-
forms as moderation tools for detecting hate speech (Wilson and Land, 2021; Vecchi et al., 2021;
Ladd and Goodwin, 2022), fake news (Kantartopoulos et al., 2020; Kotonya and Toni, 2019) as
well as fact-checking (Alhindi et al., 2020; Visser and Lawrence, 2022; Hardalov et al., 2022).
Likewise, supportive dialogical models can improve the quality of participation (informed partic-
ipation) that is observed on these platforms when concerned with political discussion, electoral
information exchange and campaigning, public policy administration. There is a need to develop
fair and transparent models that can ensure that opinions are fairly represented on the platforms
as well as in the models itself (Ghafouri et al., 2023; Rozado, 2023; Kobbe et al., 2020).

Conversational AI (agents). As conversational AI gains dominance as the lead source of
knowledge generation, acquisition and exchange, it is imperative to build efficient dialogical mod-
els that can improve human-machine communication and interaction. A lot of new avenues are
emerging that focus on how argumentation models can be integrated into large language mod-
els to improve their learning, reasoning and decision-making capabilities (Guo and Singh, 2023;
Pan et al., 2024). There is immense scope for building expert models that can act as knowledge
banks for determining which are best arguments to be made in a given context (Toledo-Ronen
et al., 2016; Mou et al., 2024).
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4 From Words to Functions: Analyzing Discourse through
”Speech Acts Theory”

4.1 Speech Acts Theory from a Philosophy of Language Perspective

Historically, the positivist philosophy of language predominantly construed language as a mecha-
nism for articulating factual assertions, perceiving the role of a statement as limited to describing
a state of affairs, capable only of being true or false (Casalegno et al., 2003).

In the field of discourse analysis, where language is understood not merely as a system
of communication, but as an evidence of aspects of society and social life (Taylor, 2013), the
positivist approach is markedly inadequate. Viewing language as a mere tool for making factual
statements, fails to accommodate the complex, interpretative processes that reveal how language
constructs and is constructed by social realities.

In this regard, Wittgenstein (2019) introduced the notion that the essence of language lies not
in its meaning but in its use, suggesting that language serves as a tool for social interaction. Ac-
cording to Wittgenstein, the pragmatic functions of language serves to achieve specific objectives
within particular contexts through rule-governed ”language games”.

This perspective gave rise to Speech Acts Theory (SAT henceforth), which finds its roots in
Austin (1975). In his seminal book ”How to Do Things with Words” Austin distinguishes three level
of speech acts analysis (for an overview see also to Harris and McKinney (2021); Nordenstam
(1966)):

• Locutionary: refers to the actual utterance, i.e. the verbal, syntactic, and semantic com-
ponents of any meaningful utterance. This level of analysis aims at answering questions
like ”what is being said?” (in terms of content), or ”which communicative means have been
used?” (in terms of tone of voice, grammatical structure). Analyzing the utterance ”You can’t
park your car there” on a locutionary level could imply, for instance, detecting the sounds
emitted to pronounce it (phonetic level), the syntactic elements of the sentence (phatic level,
e.g. the subject-you, the main verb-park, etc.).

• Illocutionary: this level of analysis was introduced since any utterance (i.e. locutionary
act) can be uttered with different objectives. This level of analysis, thus, aims at answering
the question ”in what way is this utterance being used on this occasion?”. In this sense,
someone could utters ”You can’t park your car there” to describe a local law or issuing a
command, or even making a joke around, speaking sarcastically. It follows that performing
an illocutionary act rather than other, in turn, will strongly depend on speakers intentions
and the context in which the interaction is taking place.

• Perlocutionary: Austin further delineated illocutionary acts from perlocutionary acts, the
latter being actions executed through the performance of illocutionary acts and contingent
upon the subsequent effects of these acts. This level of analysis answers to the question
”Which consequential effects upon the feelings, thoughts or actions of the audience is the
speaker trying to obtain?”. Referring to the car example, by commanding someone not to
park there, one might perform this act to annoy him/her or to make them move their car.
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Starting from this distinction, it emerges how in SAT, illocutionary acts occupy a central role
due to the extensive range of functions and modes in which speech is employed, significantly
influencing the nature of the communicative act. Therefore, it can be posited that the principal
objective of SAT is to identify and delineate the illocutionary effects of a particular sentence within
a given context.

One of the most widespread taxonomy of illocutionary acts is the one presented by Searle
(1969). He organized the different illocutionary acts in five categories:

• Representative: the speaker aims at expressesing belief about the truth of a proposition.

• Directive: the speaker tries to commit the audience to perform an action.

• Commissive: the speaker commits himself to do sometng in the future.

• Expressive: the speaker express him/herself emotions and feeling (reactions) with respect
a certain entity.

• Declarative: statements that directly alter the state of affairs in the world through their ut-
terance. When delivered by someone with the appropriate authority or within the correct
context, declaratives effectively change reality to align with the stated declaration.

In Fig.7 we provide an ”at-glance” representation of the different levels at which Speech Acts
can be analyzed. However, while the ”macro-levels” —locutionary, illocutionary, and perlocution-
ary acts — serve as the foundational categories, it is essential to acknowledge that their ”sub-
level of analysis” can vary depending on the research context and objectives. This variability is
symbolized by the inclusion of ”Others...” under each category.

To date, in fact, several taxonomies have been developed to categorize the different illocution-
ary acts. This proliferation can be traced back to theoretical divergences or the need to specify
the speech analysis according to the objective of the investigation.

With respect to the theoretical debates, Harris et al. (2018) provides an overview of the most
relevant schools, which, depending on the case, ground the illocutionary acts’ distinction on social
conventions (Austin, 1975), intentions (Grice, 1969) and normativity (Sellars, 1969, 1954).

”Task-related taxonomies”, on the other hand, are far more varied and numerous, precisely
because of the manifold contexts in which SAT has been applied. This is especially apparent in
recent uses of SAT to improve text characterization in Natural Language Processing (NLP) and
Machine Learning (ML) for automated discourse analysis. These tools not only demonstrated the
potential to expand SAT to new scalable operations, but also require to integrate SAT’s theoretical
constructs with the technical and methodological constraints of computational methods.

Consequently, this section aims to provide a comprehensive overview of NLP and ML most
significant applications of SAT’s. It will highlight how SAT’s theoretical constructs have been
operationalized in computational contexts, illustrating the dynamic interplay between theory and
technology. This discussion will include specific examples and case studies that demonstrate
the practical impacts of these theoretical applications, thereby offering insights into the evolving
landscape of computational discourse analysis based on Speech Acts Theory.
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Figure 7: Tripartite Structure of Speech Acts, based on Austin (1975); Searle (1969)

4.2 NLP models for Automatic Speech Acts Classification

The objective of this section is to systematically organize and discuss the various NLP applica-
tions of SAT within the field of discourse analysis. With ”Automatic Speech Acts Classification” we
refer to the multi-label classification task using SAT to to automatically characterize text excerpts
based on their functional role within the linguistic interaction being analyzed.

The term ”classification” is employed because the labeling of a text excerpt is significantly
influenced by the research objective. As briefly outlined previously, diverse taxonomies can be
constructed according to the researcher’s specific requirements. In this context, a ”Speech Act”
does not possess a statute of ontological reality, allowing for it to be merely ”found” or ”detected”;
instead, it is categorized based on the adoption of particular objectives and theoretical assump-
tions. This approach underscores the interpretative and pragmatic nature of speech act classifi-
cation within the framework of discourse analysis.

To offer the clearest possible insight into SAT-related NLP applications, the papers reviewed
in this section are categorized by the specific contexts of the analyzed discourses or the distinct
objectives targeted.

4.2.1 Offline Interactions Analysis

A possible application of NLP methods for automatize SAT-based discourse analysis, is related to
the computerized labeling of transcriptions of human interactions in real-life situations (Koo et al.,
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Figure 8: Classroom interactive sequence evolution (Schmidt et al., 2023).

2019; Kim et al., 2004; Ushio et al., 2017; Kim and Allan, 2019; Barbedette and Eshkol-Taravella,
2020).

Xia et al. (2022), for instance, focused on examining interactions between students and teach-
ers within classroom settings. To facilitate this analysis, the researchers devised an enhanced
Classroom Interaction Speech Act (CISA) coding system. This system refined the existing tax-
onomy to better suit the specific context of classroom discourse. Notably, it adapted the range
of annotatable speech acts to reflect the distinct roles of speakers—incorporating, for instance,
”Lecturing” as a teacher-specific speech act, and ”Passive Response” and ”Noise” for student
contributions.

On the computational side, to address the inadequacies of existing models that typically an-
alyzed classroom dialogue on a sentence-by-sentence basis, the authors developed the Bert-
TextConcat model. This model is a variant of the BERT model adapted to handle multiple texts
or segments of classroom dialogue simultaneously.

Additionally, the data were processed by introducing special tokens to keep track of transitions
between speakers (e.g., teacher vs. student) and different parts of the dialogue. These tokens
help the model maintain context over the course of the conversation. This way the model was
able to understand the flow of the conversation and the relational dynamics between speech acts,
crucial for distinguishing different types of speech acts that might appear similar when taken out
of context.

The performance metrics proved the hypothesis of the researchers: Acc1=81.24%. Moreover,
thanks to this attention to the different turn-takings, the authors managed to generate a graphical
representation of the interactions between different speech acts. In Fig.8, each node represent
a specific speech act, while the edges (shown as directed paths) are used to describe their
relationship. The thickness of the line indicates the number of interactions between two nodes;
the direction of the arrows represents the order in which the different interactions occur.

4.2.2 Online Interaction Analysis

One of the most promising NLP application of SAT-based discourse analysis is the one related
to the analysis of linguistic interactions taking place in different online environments. Digital plat-

1Accuracy (Acc) is a measure of how often the model correctly predicts the outcome, calculated as the ratio of correct
predictions to the total number of predictions.
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forms, as hubs for human online interaction, provide extensive datasets ripe for discourse anal-
ysis, particularly through the lens of SAT Moldovan et al. (2011); Cui et al. (2017); Zhang et al.
(2011).

This subsection presents the work of Jin et al. (2022), focused on analyzing bragging practices
in social networks (SNs). Among online interactions, in fact, SAT is particularly fitting to analyze
the ones occuring in SNs given the tendency of these platforms to promote users to interact with
others to craft idealized self-image (Michikyan et al., 2015; Halpern et al., 2017).

Bragging is defined as a speech act that either explicitly or implicitly attributes credit to the
speaker for a positively valued attribute, such as a possession or skill cite (Rüdiger and Dayter,
2020). Despite constituting a pivotal act in politeness theory, bragging has been studied mainly
through manual analysis of small datasets cite (Leech, 2016; Matley, 2018).

To automatize this analysis, Jin et al. (2022) devised two primary classification tasks to an-
alyze bragging: (i) binary classification to determine if a tweet contains bragging or not, and (ii)
multi-class classification to identify one of six bragging types (Achievement, Action, Feeling, Trait,
Possession, and Affiliation) or non-bragging statements. The study utilized a dataset of 6,696
tweets, annotated through discussions until reaching a Krippendorf’s Alpha above 0.80 (Jin et al.,
2022).

The authors trained different models for both the tasks. In binary classification, transformer
models significantly outperformed the baselines, with BERTweet excelling due to its training on
English tweets. The addition of LIWC features enhanced performance further, indicating their
efficacy in capturing linguistic elements characteristic of bragging (F1=72.42).

In multiclass classification, the BERTweet-Clusters model was particularly effective (F1=35.95),
indicating that understanding the topical context of tweets enhances the identification of bragging
types Jin et al. (2022).

To further elucidate which features most effectively predict bragging, the authors conducted a
detailed linguistic analysis. They identified that certain unigrams, particularly personal pronouns
and positive terms, significantly contributed to the model’s performance. Additionally, the LIWC
category ”Achieve”, which includes terms associated with accomplishments and success, was
also predictive of bragging content. This last analysis highlights the nuanced understanding that
computational methods bring to interpreting the pragmatics of language use in online settings.

4.2.3 Abusive Language

Phenomena such as insults, bullying, and discrimination have proliferated on social networks,
prompting the development of automatic detection tools. However, such task present a complexity
inherent to the use of colloquialisms and idioms that may not intend to offend, making it essential
to move beyond basic lexical analysis. To address this issue, SAT could be used to define the
necessary criteria for determining the presence of insulting, offensive, or aggressive language.

In this section, we discuss the work of Diaz et al. (2022), which utilizes Austin (1975) concept
of illocutionary acts to develop an algorithm for automatically detecting offensive, vulgar, and ag-
gressive language. Recognizing that the illocutionary force of a speech act is context-dependent
(Fromkin et al., 2017), and considering the limited contextual cues within tweets, the researchers
required annotators to use their sociopragmatic understanding to determine the illocutionary force
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conveyed.
Consequently, they established pragmatic definitions for each studied insulting speech act -

namely ”offensive”, ”aggressive”, and ”vulgar”. These definitions informed a flowchart of criteria
that guided the annotation process, posing strategic questions to direct the annotator’s decision-
making. The flowchart facilitated the creation of a dataset comprising Spanish tweets categorized
into the different classes of offensive language. The agreement score achieved a Kappa score of
0.91, which indicates strong annotation consistency due to the proposed schema.

Subsequently, a SVM model was trained to automatically detect these speech acts, achieving
substantial performances: Acc=0.77 and F1=58. The authors emphasized that these results
should also be interpreted in light of the inherent challenges SVM models face in comprehending
the contextual nuances of sentences.

In this regard, we acknowledge also the work of Komalova et al. (2022), which, starting from
the same issue of Diaz et al. (2022), elaborated linguistic criteria useful for the detection of ”insult-
ing speech” using the definition provided by the Russian legislation. The authors crafted these
criteria into vocabularies suitable for the training of computational models aimed at the automatic
detection of such speech acts. Their empirical work utilized data from posts on the Russian social
network VK.

In this instance, the integration of deep learning techniques with vocabularies grounded in hu-
man knowledge enhanced the performance of the models. This hybrid approach (Panchendrara-
jan and Zubiaga, 2024), in fact, resulted in a F12=71, demonstrating the efficacy of combining
advanced machine learning algorithms with contextually informed linguistic tools in the detection
of insulting speech.

4.2.4 Political Analysis

The analysis of speech acts use in political communication has received only little attention de-
spite their pervasiveness and utility in this communication context (Hashim and Safwat, 2015;
Ulum et al., 2018).

The network of deontic3 moral forces within society, in fact, can be seen as established and
maintained via particular types of speech acts. In this regard, Searle (1976) postulates that
declarative speech acts, in particular, are crucial in forming institutions and institutional facts.

In light of this, the emergence of freely accessible and machine-readable digital resources
constitutes an opportunity to use SAT to analyze extensive datasets of political speeches, such
as parliamentary debates (Baturo et al., 2017) and addresses by individual politicians (Peters
and Woolley, 2019).

To exemplify SAT possible application in the political domain, we present Schmidt et al. (2023).
The authors created a dataset labeling the US State of the Union corpus and the UN General
Debate corpus (UNGD) using Searle (1969)’s taxonomy. The labels included ”Assertive”, ”Ex-
pressive”, ”Commissive”, ”Directive”, and ”Declarative”, with the addition of a ”None” category for

2The F1 score is a measure of a model’s accuracy, considering both the precision (how many selected items are
correct) and recall (how many correct items are selected). It is useful for evaluating models, especially when the data has
imbalanced classes.

3”Relating to moral ideas such as responsibility, permission, and obligation” (Cambridge Dictionary, 2024). Within
philosophical discourse, this concept is often used to describe rules or laws that dictate what is allowed or obligatory in a
given social context.
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Figure 9: Visualization of key features: positively contributing features in green, negatively con-
tributing ones in red. Feature importance is indicated by brightness. Adapted from Schmidt et al.
(2023).

utterances that do not fit into the predefined categories.
While this taxonomy facilitates a structured analysis of speech acts, we highlight how the

inclusion of the ”None” category raises theoretical concerns. In fact, each utterance in a com-
munication context presumably carries an illocutionary force; thus, categorizing an utterance as
”None” suggests a potential oversight in capturing all meaningful illocutionary effects within the
dataset.

On the machine learning side, Schmidt et al. (2023) used a combination of active learning and
supervised machine learning techniques. Austin (1975), in fact, identifies performative verbs as
key indicators of illocutionary acts, hence providing a foundational linguistic model for the classi-
fication process. The study leveraged these linguistic indicators to inform the labeling process in
a weak supervision setting, subsequently refined through an active learning one4.

The authors employed a DistilBERT to reduce the computational overhead with minimal per-
formance drawbacks compared to the resource-intensive BERT model. This way they managed
to accelerates the iterative training processes. To address the often-criticized ”black-box” nature
of such deep learning models, an ablation study was conducted. The authors systematically re-
moved features to evaluate their impact on the model’s performance. As shown in Fig.9 by doing
so, the authors managed to understand which linguistic features contribute most significantly to
the classification task, enhancing transparency into the decision-making process of the model.

Finally, to illustrate the possible practical application of SAT application in the political domain,
the authors carried out a temporal analysis of speech acts in political speeches, analyzing their
variation over time in response to significant political events. The case study focused on the
Ukrainian political crisis and measured shifts in communication strategies and rhetoric, providing
insights into the dynamics of political discourse and the strategic use of language by political
actors, as shown in Fig.10.

4.2.5 News Analysis

An additional domain of application for SAT is the one of ”news analysis”. da Silva et al. (2024),
for instance, applied SAT to enrich the semantic representation of news texts, demonstrating

4Active learning employs query strategies to select informative samples from an unlabeled data pool for labeling,
thereby improving learning efficiency. It involves a cyclical process of training a model on a labeled data pool to identify
key unlabeled samples, which are then validated by a domain expert and added to the labeled pool. This continues until
a set performance criterion is met.
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Figure 10: Speech Acts usage in absolute numbers between 1991 and 2019. Adapted from
Schmidt et al. (2023).

how SAT can be used to identify the communicative intentions embedded in news discourse,
facilitating a deeper understanding of the information conveyed.

One of the main points raised by the authors regards the challenges posed by the diverse
taxonomies used in SAT classification. To overcome this issue, the authors emphasize the need
to refer to international standards for labeling guidelines. They adopted the ISO 24617-2 stan-
dard (ISO, 2020), which differs significantly from the taxonomy derived from Searle (1969) (see
previous section), including a more detailed division into 56 communicative functions across nine
dimensions. This approach not only ensures compatibility with international standards, but allow
also for a finer-grained analysis that accommodates the complexities of real-world discourse.

Using this schema, speech acts were manually labeled on a subset of the Porttinari-base
corpus 5, a Brazilian Portugese dataset manually annotated with (morpho)syntactic features,
under the Universal Dependencies (UD) paradigm (Nivre et al., 2020).

We emphasize how, in this annotation campaign, the authors explicitly dealt with a recent
thorn issue of SAT: illocutionary pluralism. As stressed by Lewiński (2021), in fact, the same
utterance token, in one unique speech situation, can intentionally and conventionally perform a
plurality of illocutionary acts. To address this issue, da Silva et al. (2024) instructed the anno-
tators to prioritize the assignment of the most specific communicative function available. While
constituting a fist step towards a more meticulous annotation strategy, this solution strongly relies
on annotators personal understanding both of the definition of the speech act and the contex-
tual value of the analyzed text. This, in turn, underscores the inherent complexity of classifying
speech acts, where the boundaries between categories are not always clear-cut.

Subsequently, the authors trained a machine learning model using BERTimbau, a variant of
BERT adapted for Brazilian Portuguese. In doing so, the study also confronted issues inherent in
the BERT architecture, particularly the challenge of dealing with class imbalance. Some speech
acts, in fact, are significantly less frequent in the dataset. This imbalance skewed the model’s
ability to accurately classify less common speech acts, reflecting a common limitation in applying
deep learning to real-world linguistic data. The authors approached this issue modifying the
loss function to penalize misclassification of minority classes more heavily, trying to balance the
influence of dominant classes in the training process.

Overall, the BERT architecture, fine-tuned to this specific task, highlights the adaptability and

5https://github.com/UniversalDependencies/UD Portuguese-Porttinari
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effectiveness of transformer-based models in handling the nuances of language specific to differ-
ent contexts (Acc= 91.6; F1=91.4).

4.2.6 Health Promoting Communication

Another promising domain for SAT NLP application is the one of health promoting communication.
Despite constituting an intriguing niche of computational linguistics, different authors addressed
this topic Zhang et al. (2011); Laurenti et al. (2022); Epure et al. (2017); Cui et al. (2017). In this
section we present the work of Laurenti et al. (2022), aimed at delving into the dynamics of how
speech acts on social media can illuminate the urgency of communications during crises such as
natural disasters, thus providing emergency responders with critical insights that could streamline
their real-time responses.

The researchers have developed an innovative two-tiered taxonomy for categorizing speech
acts in tweets. At the ”tweet level”, speech acts were classified holistically, capturing the overall
intent of the entire message. The categories at this level include ”Assertive”, defined as Searle
(1969); ”Subjectives”, which express personal feelings or evaluations; ”Jussives”, which can be
assimilated to the ”Directive” of Searle (1969); and ”Interrogatives”, which are questions posed
by the tweeter. At the ”sub-tweet level”, the classification becomes more granular, dissecting seg-
ments of the tweet to identify finer nuances in communication. This level includes categories such
as ”Open-Options” and ”Other-Jussives” under ”Jussives”, or distinctions between ”Reported”
and ”Proper Assertions” under ”Assertives”.

To automatically detect these speech acts, the authors tested a mix of deep learning models.
Among the others, they tested BERTbase for its robust multilingual capabilities, FlauBERTbase
and CamemBERTbase for their French-specific contextual embeddings. Notably, the Camem-
BERT models were also experimented using focal loss to better handle class imbalances, return-
ing the overall best performance (Prec.=75.66; Recall=71.95; F1=73.55)6.

Interestingly, the research uncovered ”Assertive” speech acts are predominantly linked with
urgent messages that necessitate immediate action, thus highlighting the critical information
within crisis communications. In contrast, ”Subjective” speech acts often correlate with less
urgent content, reflecting personal reflections that, while valuable, may not require immediate
response. Finally, the roles of ”Jussive” and ”Interrogative” speech acts demonstrated variability
in urgency, suggesting that the context of the crisis significantly influences the interpretation of
these communications.

4.3 Conclusions

This section has provided a comprehensive examination of Speech Acts Theory. The exploration
began with the philosophical underpinnings of SAT, highlighting its emergence as a response
to the limitations of earlier language theories that did not account for the pragmatic aspects of
language use. We discussed the three core types of speech acts—locutionary, illocutionary, and
perlocutionary.

6For the description of these metrics see the footnote in Sec.4.2.3
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Further, we detailed the application of SAT within NLP and ML, showcasing its utility in clas-
sifying speech acts across various communicative contexts. While our focus has centered on
areas most pertinent to the social sciences, such as abusive language detection and political
discourses analysis, it’s important to note that we have not delved deeply into more operationally
oriented applications, like mail classification (Cohen et al., 2004).

On the technical front, our survey allowed us to conclude on the superior capability of deep
learning models in capturing and interpreting the complexities inherent in human linguistic inter-
actions.

These models, despite their potential, are often criticized for their ”black box” nature, which
obscures their internal workings. However, we have also demonstrated how the theoretical frame-
works of SAT can be used to enhance the explainability of these algorithms. In Sec.4.2.4, for
instance, the work of Schmidt et al. (2023) and Komalova et al. (2022) exemplifies how, by har-
nessing the insights of SAT, it is possible to guide deep learning models not only to predict, but
also to rationalize their classifications in ways that are intelligible and firmly rooted in human
communication principles.

Similarly, in Section 4.2.2, Jin et al. (2022) demonstrates how using a vast amount of empirical
data, gathered and analyzed through computational models, can illuminate the grammatical and
semantic information utilized by the machine to make its predictions.

In conclusion, while this brief survey underscores the extensive potential applications of SAT
through NLP methods, it also illuminates several critical challenges. Therefore, we conclude this
section by enumerating these challenges and leveraging them to outline future research directions
in this field.

4.3.1 Limitations and Future Directions

• Diversity and Dispersion in Annotation Schemes: we highlighted the rich diversity of con-
texts in which SAT has been applied. However, this diversity has also resulted in a diaspora
of differing annotation practices, which complicates comparative studies and contributes to
a fragmented research landscape.

– As pointed out by da Silva et al. (2024), one potential resolution to the issue of this
critical pluralism is the adoption of international standards, such as ISO 24617 ISO
(2020); Bunt et al. (2020). This standard could serve as a common reference for
researchers, providing consistency across various levels of analytical granularity.

• Additionally, we note that this diversity in annotation practices often arises from the need to
adapt analyses to specific contexts. For instance Xia et al. (2022) developed new speech
acts tailored to roles like teacher or student. In this regard, another feasible solution could
involve consistently clarifying the broader category, typically rooted in the taxonomy of
Searle (1969), from which the ”new speech acts” are derived. Essentially, this approach
would involve tracing each specific taxonomy back to its original, more general framework.
In this regard we signal Koo et al. (2019), who provides a good example of how to hierar-
chically organize the context-specific taxonomy in relation to the general one.
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• Illocutionary Pluralism: as underscored by Lewiński (2021), a single utterance may encom-
pass multiple illocutionary forces, contingent upon the context. This multifaceted nature
poses a significant challenge to contemporary computational models, which typically at-
tribute a singular illocutionary role to each utterance.

– Future research endeavors should concentrate on devising coding schemes equipped
to address this complexity. Such schemes would necessitate more stringent guide-
lines and explicit criteria to facilitate more precise and consistent annotations by re-
searchers.

– Additionally, future developments could aim to enhance models to recognize and cate-
gorize multiple illocutionary forces within a single utterance, thereby refining the gran-
ularity and accuracy of speech act analysis.

• Under-represented Speech Acts: as stressed by da Silva et al. (2024), the predominance of
certain speech acts in training datasets can bias ML algorithms, leading to under-performance
in detecting less common acts.

– Further research should aim to balance datasets and refine algorithms to better rep-
resent and recognize a broader spectrum of speech acts. In this regard, synthetic
data could be generated to artificially generate under-represented speech acts, thus
enriching training datasets.

– On the ”learning side”, techniques like ”transfer learning” (pre-trained models fine-
tuned on targeted datasets including under-represented speech acts) or ”active learn-
ing” (a strategy where the model identifies gaps in its learning and requests additional
data on under-represented speech acts) can be used to enhance the effectiveness of
models trained on few data (as shown in Schmidt et al. (2023)).

• Hybrid Methods: as previously highlighted, hybrid methods that integrate deep learning
with knowledge-based approaches can mitigate the opaque nature of these models. While
various studies discussed within this review explicitly aimed at enhancing algorithms’ trans-
parency, additional efforts are essential to further promote and expand the adoption of such
methodologies.

– Future research should develop and refine comprehensive ontologies that capture the
full complexity of speech acts across different languages and cultural contexts. These
ontologies would provide a structured framework that can be used to train more nu-
anced and globally applicable models. This initiative requires concerted efforts both
computationally and theoretically; the latter is particularly crucial as it can provide valu-
able insights into the types of information that should be embedded within the algorithm
to enhance its functionality and applicability.
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5 Discourse Analysis Detection of Conspiracy Theories
Using NLP Computational Techniques

5.1 Introduction to Conspiracy Theories in Discourse Analysis

• Definition and Characteristics of Conspiratorial Discourse: Conspiracy theories are a
form of alternative knowledge that challenge mainstream accounts of events, often implicat-
ing sinister powerful groups in these alternate narratives (Brotherton, 2015). As highlighted
by Uscinski (2018), these theories are defined by their complex narrative structures that
feature clear protagonists (the conspirators) and antagonists (those threatened by the con-
spiracy), simplifying complex realities into a more digestible and emotionally engaging story.
These narratives often gain traction by exploiting societal fears and uncertainties, providing
a seemingly coherent framework to otherwise random or disconnected events.

• What’s the Conspiratorial Language? — Discussion on the Specific Linguistic Fea-
tures and Rhetoric Commonly Used in Conspiracy Theories: The language of con-
spiracy theories is marked by its use of emotionally charged rhetoric, absolutes, and di-
chotomous thinking, creating an ’us versus them’ scenario (Miani et al., 2021). According
to Douglas and Sutton (2008), this language is not only persuasive but also designed to
evoke strong emotional responses from the audience, reinforcing group identity and soli-
darity among believers. Common features include the use of loaded terms, hyperbolic ex-
pressions, and an emphasis on secrecy, exoterism, and revelation, all of which are crafted
to sow distrust against purported enemies and validate the conspiratorial viewpoint.

5.2 History of Combating Misinformation: Overview of computational tech-
niques to detect general misinformation

This section reviews techniques for detecting online misinformation before the emergence of
large language models (LLMs), according to (Chen and Shu, 2023b). Detection methods are
categorized into seven classes based on real-world scenarios:

1. Capturing Linguistic Features: Techniques focus on stylistic, complexity, and psychologi-
cal features to differentiate misinformation from true information (Antypas et al., 2021; Rubin
et al., 2016). Misleading content often exhibits longer length, limited vocabulary, negative
sentiment, informal language, and exaggerated expressions (Chen and Shu, 2023b).

2. Leveraging Neural Models: Neural models, including Long Short-Term Memory (LSTM),
Convolutional Neural Network (CNN), and more advanced models like Bidirectional En-
coder Representations from Transformers (BERT), are used for feature extraction and pre-
diction (Kalchbrenner et al., 2014; Kaliyar et al., 2021). These models replace manual
extraction of linguistic patterns and offer improved performance.

3. Exploiting Social Context: Incorporating social context, such as user interactions and
social networks, enhances misinformation detection. Research has found that user-news
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interactions differ between fake and authentic news (Shu et al., 2019). Consequently, sev-
eral studies have explored using social engagements as valuable auxiliary information for
detecting misinformation (Chowdhury et al., 2020; Del Tredici and Fernández, 2020; Li et al.,
2020). Methods include analyzing social engagements and leveraging graph-based models
to capture dissemination patterns on social media (Bian et al., 2020).

4. Incorporating External Knowledge: External knowledge sources like knowledge graphs
and evidential texts aid in verifying the authenticity of information. Knowledge graphs con-
tain a large number of entities and their relationships, which are useful for verifying the
accuracy of articles (Ciampaglia et al., 2015; Cui et al., 2020). Evidential texts refer to fac-
tual content that can be used to verify the authenticity of articles (Akhtar et al., 2022; Chen
et al., 2022).

5. Enhancing Generalization Ability: To address the evolving nature of misinformation, re-
search focuses on improving detectors’ generalization under domain (Huang et al., 2021;
Liu et al., 2024a) and temporal shifts (Hu et al., 2023; Zhu et al., 2022). This is important
because misinformation can vary significantly depending on the context and can change
rapidly over time. Techniques to enhance generalization include reinforcement learning-
based domain adaptation, which allows models to adapt to new domains by learning from
different but related datasets. In other words, this technique helps models adapt to new do-
mains by learning from data that is different but related to what they’ve seen before. Using
reinforcement learning, models are trained to improve their performance by interacting with
various datasets, gaining rewards for correct predictions, and improving over time. Addi-
tionally, methods that use forecasted temporal distribution patterns help models anticipate
and adjust to future changes in the nature of misinformation. Basically, this method in-
volves predicting future trends in misinformation. By analyzing historical data, models can
identify patterns that suggest how misinformation might evolve, allowing them to adjust in
anticipation of these changes.

6. Minimizing Supervision Cost: Due to the difficulty of obtaining supervision labels, ap-
proaches like data augmentation (He et al., 2021), active learning (Farinneya et al., 2021),
prompt-based learning (Huang et al., 2023), and weak supervision leaning signals are ex-
plored (Yue et al., 2023). Data augmentation is a technique that generates additional train-
ing data by making various modifications to the existing data. He et al. (2021) explores how
this can be used to enhance rumor detection. Active learning is a method where the model
selectively queries a human annotator to label the most informative data points. Farin-
neya et al. (2021) studies active learning in the context of minimizing supervision costs.
Prompt-based learning involves using pre-trained language models with specific prompts
to generate predictions, which reduces the need for extensive labeled data. Huang et al.
(2023) discusses meta-learning with prompts to improve efficiency. And weak supervision
learning leverage noisy, limited, or imprecise sources of supervision to train models. This
can include using heuristics, domain knowledge, or other indirect signals. Yue et al. (2023)
explores meta-adaptive learning using weak supervision signals. Early misinformation de-
tection is also a significant focus, as detecting misinformation early is crucial to mitigate its
impact before it spreads widely (Li et al., 2022b).
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7. Fusing Multilingual and Multimodality: Combining multilingual and multimodal informa-
tion is increasingly important. Research aims to leverage high-resource languages for low-
resource ones (Chu et al., 2021) and integrate various modalities (text, images, video) for
comprehensive detection (Abdelnabi et al., 2022). The detection of conspiracy theories
in German-language platforms like Telegram presents unique challenges due to linguistic
and cultural nuances. As discussed by Pustet et al. (2024), unlike models trained with
keyword-based English datasets, models developed for German texts must address token-
level bias introduced by language-specific features. This is true also for other non-English
models. They demonstrate the potential of both supervised fine-tuning and prompt-based
approaches using models like BERT and GPT variants, showing promising results in detect-
ing nuanced and implicit conspiracy narratives without relying on keyword filtering Pustet
et al. (2024).

These methods collectively contribute to a robust framework for detecting and combating mis-
information across different platforms and contexts.

5.3 Challenges in Analyzing Conspiracy Theories with NLP

• Complexity of language and subtleties in conspiracy theories. The complexity of con-
spiracy theories presents substantial challenges for NLP analysis, as noted by Shahsavari
et al. (2020). The nuanced and speculative language used in these theories requires so-
phisticated data collection and annotation techniques to accurately capture the underlying
meanings and implications within massive volumes of online data. The COCO dataset,
as we will later see, highlights the challenges in data collection and annotation specific to
conspiracy theories. Collecting data from social media platforms, particularly Twitter, in-
volves sifting through vast amounts of noise to find relevant content. Annotating this data
accurately is critical to ensure the effectiveness of NLP models Langguth et al. (2023).

• How to Annotate It? — Strategies and Guidelines for Annotating Conspiratorial Language
to Facilitate Effective Analysis: Effective annotation of conspiratorial language requires a
clear set of strategies and guidelines that account for the unique characteristics of this
discourse. Annotators should be trained to recognize not just explicit statements but also
the more implicit cues, such as thematic consistency with known conspiracy theories, the
presence of non-mainstream sources, and the use of language that seeks to undermine
official narratives. It is also crucial to develop a robust tagging system that can accommo-
date the complexities of these narratives, possibly incorporating labels for different types of
rhetorical devices and logical fallacies commonly found in conspiracy theories. This detailed
approach helps in building NLP models that are more accurate in detecting and analyzing
conspiratorial content across diverse digital platforms.

Furthermore, training automated systems to effectively discern and categorize conspiracy
theories presents additional complexity. Several misinformation datasets, such as the ISOT
dataset and the LIAR dataset, have been released Ahmed et al. (2017); Wang (2017).
These datasets typically classify information on a binary true/false scale or on a continuum
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Figure 11: Table with the number of times each label was assigned Pustet et al. (2024).

from true to blatantly false. However, this simplistic categorization fails to capture the nu-
ances between different misinformation narratives, which is crucial especially in contexts
like the COVID-19 pandemic, or the Great Replacement Theory where diverse and often
contradictory misinformation narratives proliferate on social networks.

To address the complexity of conspiracy theories within misinformation narratives, espe-
cially notable during the COVID-19 pandemic, Langguth et al. (2023) developed a special-
ized dataset. This dataset includes a comprehensive annotation of 3,495 tweets, catego-
rized into 12 distinct conspiracy theory narratives. Each narrative represents a main thread
or variation of the same overarching conspiracy theory. Tweets are classified into one of
three classes within each of these 12 categories, resulting in a total of 41,940 labels. Each
tweet was labeled by three annotators to ensure reliability. The final label for each tweet was
determined by a majority vote among the three annotators. This detailed categorization en-
ables the machine learning classifiers to distinguish between narratives that may be related
or even directly contradictory, facilitating a deeper understanding of how such conspiracy
theories proliferate and evolve on social platforms.

5.4 Computational Approaches Specific to Conspiracy Theories

Conspiracy theories have been around for a long time, but with social networks and messaging
services, they now spread faster and more widely than ever before (Pustet et al., 2024). Ac-
knowledging this rapid dissemination, various studies have focused on devising computational
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models for disentangling conspiracy theories and detecting threat elements within them (Shah-
savari et al., 2020). Among these, Rigoli (2022)’s Computational Model of Conspiracy Theories
(CMCT) stands out for integrating computational psychology and Bayesian decision theory to
understand the psychological factors influencing the endorsement of conspiracy theories Rigoli
(2022). This approach provides a different perspective by examining how prior beliefs, novel
evidence, and expected consequences influence individuals’ acceptance of conspiracy theories.

Given that the CMCT does not utilize NLP, there remains a significant need for additional com-
putational models that apply NLP techniques to detect and analyze the linguistic and discourse
features of conspiracy theories effectively. Event relation graphs have also been integrated into
conspiracy theory identification, with the development of an event-aware language model to aug-
ment basic detection methods Lei and Huang (2023). Additionally, efforts have been made to
measure the diffusion of conspiracy theories in digital information spaces, particularly in rela-
tion to emerging COVID-19 conspiracy theories on social media and news platforms Heft and
Buehling (2022). Building on these foundational models, further researches have explored the
use of emotion analysis in conspiracy theory detection, with the development of ConspEmoLLM,
a model that combines emotions and instruction-tuning to identify conspiracy theories Liu et al.
(2024b). This approach seems very sound, with the emotional features helping the detection of
such conspiratorial discourses. Plus, studies have focused on improving machine learning al-
gorithms to better detect conspiracy theories on social media, using text-mining techniques to
identify patterns in conspiracy theory language Marcellino et al. (2021). Overall, due to the huge
amount of daily content posted online, computational methods play a crucial role in the detection
and analysis of conspiracy theories, with ongoing efforts to enhance detection capabilities and
understand the spread of conspiratorial beliefs in digital spaces.

Conspiracy theories, particularly in digital environments, are marked not just by their content
but by their spread across languages and platforms, which complicate detection and analysis.
Recent studies, like the one by Pustet et al. (2024), emphasize the need for computational tools
capable of analyzing conspiracy discourse across diverse digital ecologies. Their approach using
multilingual and cross-platform NLP models showcases how computational techniques are cru-
cial in capturing the diffusion and prevalence of conspiratorial content in non-English languages
on platforms like Telegram. In fact, as it usually happens, the research is already taking some
good steps with the English language models, but there is still much research needed in non-
English language models (Pustet et al., 2024). Haupt et al. (2023) and Platt et al. (2022) both
demonstrate the potential of machine learning and natural language processing in detecting and
differentiating conspiracy language, with Haupt et al. (2023)’s study emphasizing the importance
of Hybrids intelligence techniques that combine these techniques with qualitative content cod-
ing, with Dascălu and Dascalu (2014) providing a broader overview of the role of computational
discourse analysis in understanding cohesion and coherence in text, which is particularly rele-
vant in the context of conspiracy theories. Chong et al. (2021) presents a real-time platform for
contextualized conspiracy theory analysis, which could be a valuable tool for researchers and
policymakers in monitoring and addressing the spread of conspiracy theories. Parallel to these
developments, there has been an increasing focus on the potential of Large Language Models
(LLMs) for misinformation detection. Initially, some works have investigated directly prompting
models such as GPT-3 (Buchholz, 2023; Li et al., 2023), InstructGPT (Pan et al., 2023), ChatGPT-
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3.5 (Bang et al., 2023; Caramancion, 2023), and GPT-4 for this purpose (Pelrine et al., 2023). For
example, Pan et al. (2023) introduced a program-guided fact-checking framework that leverages
the in-context learning ability of LLMs to generate reasoning programs for veracity verification.

Similarly, Chen and Shu (2023a) studied ChatGPT-3.5 and GPT-4 using both standard prompt-
ing (”No Chain of Thoughts”) and zero-shot chain-of-thought (”CoT”) prompting strategies for de-
tecting human-written and LLM-generated misinformation. Their extensive experiments show that
the ”CoT” strategy generally outperforms the ”No CoT” strategy. But, since the knowledge con-
tained in large language models (LLMs) may not be up-to-date or sufficient for detecting factual
errors, some works have explored augmenting LLMs with external knowledge or tools for misin-
formation detection (Cheung and Lam, 2023). Furthermore, Shahsavari et al. (2020) utilize ad-
vanced computational techniques to delve into the narrative structures that underpin conspiracy
theories related to COVID-19. Employing automated machine-learning methods, their research
involves crawling social media sites and news reports to discover underlying narrative frameworks
that support the generation of these conspiracy theories. By systematically mapping how various
narrative elements — such as actants (key players such as individuals, organizations, and loca-
tions) and their interactions — are articulated within these frameworks, they offer detailed insights
into how such conspiracy theories propagate through social media. The study showcases the use
of a narrative framework model, which identifies the actants and the relationships between them
that are recurrent in the storytelling related to the pandemic. These frameworks help in recog-
nizing how different conspiracy narratives align with broader media reporting on the pandemic.
The computational process is capable of monitoring these alignments in near real-time, which is
pivotal for understanding and potentially countering the rapid spread of misinformation.

Moreover, the study by Lei and Huang (2023) introduces an innovative method that utilizes an
event relation graph to detect conspiracy theories in long news documents. This approach models
the relationships between events in an article to identify typical conspiratorial patterns, such as
the unnatural linking of unrelated events or distorted presentations of event relationships, which
are common in conspiratorial narratives Lei and Huang (2023). Their methodology improves
the precision and recall of conspiracy theory detection, illustrating the potential of graph-based
NLP techniques in understanding complex misinformation narratives. Additionally, the study by
Pustet et al. (2024) illustrates the use of Large Language Models (LLMs) like GPT-3.5 and GPT-
4 in a zero-shot learning context to detect conspiracy theories effectively in German Telegram
messages. These models, particularly GPT-4, exhibited strong performance, achieving F1 scores
comparable to those of supervised models trained on more narrowly defined English datasets
Pustet et al. (2024). This highlights the growing utility of LLMs in language-agnostic applications -
the ability of a tool, model, or application to function effectively across different languages without
being tailored specifically to any single language - and supports the need for further development
in multi-lingual NLP tools.

5.5 Future Directions and Research Opportunities

As these studies demonstrate, the field is poised for further advancements that promise to refine
our understanding and detection capabilities. For instance, the works of Pustet et al. (2024);
Cheung and Lam (2023) suggest a promising direction for future research in improving the accu-
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racy of conspiracy theory detection across diverse digital platforms and languages. Their studies
underscores the potential for expanding NLP tools that can adapt to the varied and evolving na-
ture of digital discourse, thereby enhancing the robustness of computational models against the
dynamic backdrop of conspiracy theories online.

5.6 Conclusion

Summary of the Research Importance and Societal Implications
The analysis of conspiracy theories using NLP computational techniques is crucial for under-
standing the proliferation and impact of these narratives in digital spaces. Conspiratorial dis-
course, characterized by emotionally charged language and complex narrative structures, poses
significant challenges to societal trust, institutional credibility and democratic processes. By lever-
aging NLP techniques, researchers can decode the linguistic and rhetorical patterns of conspir-
acy theories, providing insights into their spread and influence. This research highlights the need
for sophisticated computational models to detect and counteract misinformation, ultimately con-
tributing to a more informed and resilient society.

Contribution of Findings to Strategies Against Misinformation
In conclusion, by categorizing and analyzing the linguistic features of conspiracy theories, NLP
models can enhance the accuracy of misinformation detection systems. The integration of emo-
tion analysis, event relation graphs, and multilingual models offers a comprehensive approach
to identifying and understanding conspiracy theories across diverse platforms and languages.
These advancements pave the way for more robust and adaptive misinformation detection tools,
aiding policymakers, social media platforms, and researchers in mitigating the spread of harmful
conspiratorial content. The interdisciplinary nature of this research underscores the importance
of a hybrid collaboration between computational linguistics and social sciences to address the
multifaceted challenges posed by digital misinformation.
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6 Multilingual approaches to computational discourse analy-
sis

This section deals with multilingual approaches to computational discourse analysis developed in
the past years. Both multilingual NLP and discourse analysis are incredibly broad topics of study.
These topics include a wide range of tasks, approaches, data types, and applications. An exhaus-
tive overview is therefore impossible. Instead, this chapter discusses multilingual approaches to
four different discourse-related topics of study: rhetorical analysis, measuring discourse cohe-
sion, and topic modeling. These subtopics are chosen to reflect the diversity of approaches and
objectives of multilingual NLP, but are not claimed to be exhaustive or perfectly representative.
Each subsection discusses approaches, resources, and open challenges in order to provide the
reader with a global overview of the state of the field so far.

6.1 Multilingual NLP for rhetorical analysis

This subsection deals with NLP for the classification of relationships between parts of the texts,
such as paragraphs or sentences. I will only discuss multilingual approaches to this task; see
section 2 for a theoretical background on this topic and monolingual approaches.

It should be noted that the generalizability of rhetorical structure analysis across languages is
not clear-cut even when done manually. Iruskieta et al. (2015) contrast parallel texts in English,
Spanish, and Basque using RST. Different languages have different strategies to express rhetori-
cal relations, meaning that the exact same passage in different languages might contain different
rhetorical relations. Moreover, different translation strategies can also lead to different rhetorical
structures. Although the authors do not discuss computational multilingual RST, their findings
showcase the difficulty of automating this type of analysis.

Arguably the biggest obstacle for the development of multilingual RST parsing systems is the
lack of multilingual training data (Peng et al., 2022). Ideally, multilingual training data for RST
consists of corpora with comparable types of text data annotated with the exact same annotation
scheme for different languages. Although this exist (see for example Cao et al. (2018) and Peng
et al. (2022)), this is only available for few languages. Moreover, databases often consist of
only few examples even for English, with the available resources for other languages being even
smaller (Liu et al., 2020).

Braud et al. (2017) aim to overcome the problem of incompatible treebanks by harmonizing
corpora in nine different languages. Although they manage to harmonize the data type and
annotation schemes, the corpora are not parallel, making it difficult to do an in-depth analyzes
of cross-linguistic differences in rhetorical structure and rhetorical structure parsing. The authors
use a neural model for the construction of rhetorical trees based on some input text. They also
implement a multilingual model based on word features created with a bilingual dictionary.

Joint learning/transfer learning can actually be a way to overcome the shortage of data; turn
multilinguality into a strength rather than an obstacle (Liu et al., 2020). However, multilingual data
seems only useful when it is high quality and a lot: Iruskieta et al. (2015) develop a monolingual
RST parser for the Basque language, which they find works better than using lots of multilingual
data; however, adding a bit of multilingual data to a large monolingual dataset in the target lan-
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guage seemed to improve performance a bit. Language proximity also seems to be an important
factor here.

Liu et al. (2020) also focus on multilingual rhetoric structure theory parsing. They compare two
approaches: multilingual vector representations and automatic translation. For the translation,
they automatically translated the original EDU units (preserving the original segmentation). They
trained an encoder-decoder model on both and compared the results for different languages.
Both reached SOTA performance. Liu et al. (2020) is an example of a system that assumes given
EDU boundaries for both training and testing. However, in practical applications, this is not at
all a given, and automatically detecting these boundaries is not trivial. Muller et al. (2019) focus
on the automated detection of discourse unit boundaries. Depending on the annotation scheme,
these boundaries can be anywhere, or only on sentence boundaries. They used a bi-LSTM and
compared ELMo and BERT embeddings to rule-based and BOW-based baselines. They found
that BERT-based embeddings outperform all other models by a large margin, reaching F1s of
over .9.

The same authors from Liu et al. (2020) present a more advanced neural pipeline for multi-
lingual RST classification in Liu et al. (2021b). They take RST tree banks in different languages
as input data and perform label harmonization and cross translation as preprocessing steps.
Whereas Liu et al. (2020) used translation to a single language (English) as a way to align data
from originally multilingual sources, Liu et al. (2021b) use cross-translation (to all languages in
the corpus) as a data augmentation strategy. This data is then fed to a model that segments the
text into EDU and transforms them into contextualized EDU representations, including boundary
embeddings (similar to Shi et al. (2016)). These are then organized in a tree structure of rhetorical
relations using a transformer-based classifier. Their model aims to minimize three losses at the
time: one for EDU segmentation on the document level, one for the parsing of the tree structure,
and one for the labels and nuclearity prediction. They report outperforming even monolingual
RST parsers for English, showing that multilinguality can be a strength, rather than an obstacle.
They also tested their model in a zero-shot setting (i.e. testing it on languages not present in the
training data). Although this (expectedly) led to a drop in scores, the results were still acceptable.

Peng et al. (2022) use the model developed by Liu et al. (2021b) to jointly train an RST model
on Chinese and English. They found that joint training of Chinese and English data, represented
in a multilingual embedding space, performed better than monolingual training for Chinese. This
was not the case for English; the authors hypothesize that this is due to there being enough
monolingual data for English, with the multilingual setting only ’confusing’ the model.

Wang et al. (2022) compare ontologies of rhetorical figures in different languages for the
recognition of rhetorical and stylistic figures. The difficulty with using ontologies for multilingual
rhetorical analysis is that they are incompatible in terms of annotation, terminology, definition of
stylistic figures and rhetorical operations, and data structure. The authors systematically identify
these issues and synthesize the ontologies in one big resource for Serbian, German, and English.

A lot of recent work in multilingual NLP for discourse analysis makes use of multilingual con-
textualized word embeddings. These are word embeddings that are projected in a multilingual
space in such a way that semantically similar concepts in different language will cluster together.
Godunova and Voloshina (2024) probe multilingual LLM’s (XLM-RoBERTa, mBERT, mGPT, and
mT5) for their knowledge on discourse information. They do not focus on RST in and of itself;
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rather, they use RST and UD to group their battery of tests into meaningful groups based on the
type of manipulation used. They found no clear difference in performance between low- and high
resource languages and conclude that LLMs are actually capable of learning language-agnostic
discourse structures. They also find that syntactic and pragmatic particularities of a language
(mainly the way languages organize clauses and how they mark topics) play an important role in
what the models have learned in terms of discourse.

6.2 Multilingual approaches to measuring discourse coherence

Cohesion and coherence are important metrics to measure the quality of a piece of discourse.
Although they are often used interchangeably in everyday discourse, they are not the same.
Lapshinova-Koltunski and Kunz (2014) defines coherence as referring to ’the cognitive aspects
of establishing meaning relations during text processing’ (p. 57) and cohesion as being about
the usage of ’implicit linguistic means that signal how clauses and sentences are linked together
to function as a whole’ (p. 57). Which linguistic means a speaker has to their disposal in order
to make their discourse more cohesive is largely language-dependent. Cross-lingual studies
of discourse cohesion therefore warrant higher-level categories of discourse markers, in order
to produce a representation of discourse that allows comparison Lapshinova-Koltunski and Kunz
(2014). Other scholars focus on topic, rather than connectives, when assessing coherence: Zhao
et al. (2022) defines coherence as ’the continuity of semantics in text’.

The most classic approach to measuring coherence is the order discrimination task, where a
model is tested on its ability to distinguish between an original text and a version with shuffled
sentences. The main advantage of this test is that it is very easy to generate data; the downside
is that this type of ’shuffled-sentence’ coherence is not very similar to naturally occurring types of
incoherence, which makes it difficult to gauge how effective these models are in practical applica-
tions of coherence measuring such as readability assessment (Bengoetxea and Gonzalez-Dios,
2021), writing quality (Rama and Vajjala, 2021) or document summarization (Cioaca et al., 2020).
Pishdad et al. (2020) propose a battery of test for coherence modelling and test neural models of
coherence based on their tasks, while still avoiding the use of human raters. They propose sys-
tematically switching topics and/or connectives, mixing of documents, and different cloze tasks
(i.e. completion tasks).

A large part of the coherency is about finding a metric that best corresponds to human judg-
ments. Zhao et al. (2022) find that BERT-based metrics often do not correspond to human met-
rics. Moreover, metrics are often sensitive to the way the problem is formulated, making them
difficult to use for comparison of models across datasets (Zhao et al., 2021).

A big multilingual corpus for writing quality assessment is Merlin Boyd et al. (2014). This
corpus contains texts annotated with language proficiency scores of their non-native authors in
several dimensions, including coherency. In this corpus, coherency is defined as the ability of a
writer to use connective words to make the text flow well. Rama and Vajjala (2021) simply fine-
tune multilingual embeddings from Laser and mBERT on this corpus and see how well it does.
They find that a multilingual model is especially useful for under-resourced languages, once again
underlining that the transfer training paradigm has turned multilingualism from an obstacle into a
strength.
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Another interesting application of measuring coherence is seeing to what extents LLMs are
able to model discourse. Brunato et al. (2023) test XLM-Roberta on its ability to predict whether
a target sentence is the original continuation of a prompt sentence. They found that the model
did not perform well at cross-domain generalization, but it showcased a surprising multilingual
transfer. This is in line with earlier results by Godunova and Voloshina (2024) (discussed earlier),
who found that LLMs appear to be good at multilingual transfer learning of discourse structures.

An interesting practical application of perplexity, one of the most commonly used measures of
semantic coherence, is explored by Colla et al. (2022). They measure the perplexity of different
LLMs when confronted with speech of disordered and healthy people, and find that the perplexity
of all models was significantly higher when confronted with disordered speech, resulting in an F1
of 1.00.

6.3 Multilingual approaches to topic modeling

Topic modeling is the task of discovering recurring topics in a corpus of documents. These top-
ics are supposed to be semantically unified themes that are easily interpretable for humans.
Topic modeling algorithms are typically applied in situations where a researchers wants to get
an overview of the discourse topics in a large dataset. For example, (Mohawesh et al., 2023)
use topic modeling for multilingual fake news detection. They use topic modeling to detect latent
topics in fake and real news articles, which they use as the input for a graph neural network archi-
tecture. Malaterre and Lareau (2022) use it to gain insight in what types of topics were discussed
by philosophers of science in the 20th century. They use machine translated versions of texts
in various European languages and compare the different topics in order to gain a complete im-
age in how the field of philosophy of science progressed in its early days. The multilingual topic
modeling approach allows them to track how the research agenda evolves throughout time and
linguistic/cultural spaces.

The most commonly used algorithm for topic modeling is Latent Dirichlet analysis (LDA),
developed by Blei et al. (2003) for collections of discrete data. The core idea is that the distribution
of discrete variables is generated by some underlying (latent) parameter. In the case of topic
modeling, this means that the distribution of words over documents in a corpus is generated by
an underlying distribution of topics over documents. The goal of LDA is to find these topics and
the words associated with each topic by assigning distributions of topics to words. This means
that each document in the corpus can be associated with multiple topics.

The question of how to do multilingual topic modeling is not easily answered. Classic LDA
is based on the assumption of the data being discrete, i.e. the model treats all words as dis-
crete categories, as opposed to models that treat words as meaningful projections in a shared
vector space. Just giving a model input in different languages will thus result in 1) topics that
are completely separated by language and 2) a vocabulary so large that it will make the model
very difficult to train and fit (Boyd-Graber et al., 2014). This means that there needs to be a
mapping of words from language A to language B; however, such one on one mappings are not
easily available and not always possible to make. Moreover, topic modeling relies on word (or
lemma) distribution. Different languages not only have different words, they also have different
word distributions.
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Figure 12: Taxonomy of approaches to topic modeling. Image by Lind et al. (2022), p. 98

There exist several strategies to multilingual topic modeling. Figure 12 shows a taxonomy
of approaches by Lind et al. (2022). A very simple solution is to just run different topic model-
ing models for different language and then compare them manually (Heidenreich et al., 2019;
Amara et al., 2021). Although this can be a feasible approach for research that works with man-
ual/qualitative analysis of the corpus studied, I will not consider these works in this section as
they do not involve multilingual NLP algorithms.

Multilingual approaches that treat documents as sets of discrete variables often use some kind
of mapping strategy, where words, sentences, or documents are mapped to one semantic space
(discrete or continuous) before the actual modeling process. Dictionary strategies make use of
some kind of structure that maps words in language A to words in language B. This type of model
often performs poorly, partially because of the different word distributions across languages. Shi
et al. (2016) implement a dictionary mapping model for cross-cultural topic detection in Chinese
and English texts, but improve it by adding an auxiliary word distribution (corresponding to the
’neutral’ word distribution in a given language) which acts as a covariate. This decouples the
topic distribution (terms typical for a topic) from the language-specific word distribution.

A recent example of the usage of parallel dictionaries for multilingual topic modeling is the
work by Maier et al. (2022), who compare machine translation to a semantic-coding approach
based on a multilingual dictionary. They study newspaper data and Twitter discourse in Arabic,
English, and Hebrew on the conflict between Israeli settlers, Palestinians from the Westbank,
and Israeli authorities. For the semantic-coding approach they used a multilingual dictionary that
merges several words into larger concepts. This dictionary focuses explicitly on conflict situations.
Interestingly, they found no structural differences between the two approaches when applied to
journalistic articles, but they did when applying them to the Twitter data. Here, the topics created
with the multilingual dictionary were found to be more specific and nuanced, whereas the topics
created by the machine translation approach were found to be more broad and general.

Another type of mapping is based on parallel corpora, where some document in language A is
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linked to its translation in language B. A very early paper using this approach was the Polylingual
Topic Model (PLTM) by Mimno et al. (2009). They use a parallel corpus and assume that linked
documents have the same distribution of topics. The algorithm then needs to find a topic distri-
bution over tuples of linked document. Each topic consists of a set of distributions over words,
where each set corresponds to a language. The authors propose ’glue documents’ for cases in
which no fully parallel corpus is available. In this case, tuples of parallel articles in different lan-
guages are used to align the topic models, whereas single-element tuples are used to improve
language-specific topic distributions.

A problem with dictionary methods and parallel corpora is that these datasets are not always
readily available. Creating parallel dictionaries is expensive, slow, and often imprecise. And
although there are some large parallel corpora (such as Europarl or corpora of subtitles), the
types of data these are available for is rather limited. Some researchers aim to solve it by using
comparable corpora (Vulić et al., 2015). These are collections of documents that are matched
with documents in another language on the base of discussing the same topic. Comparable
corpora can be used for multilingual probabilistic topic modeling (Vulić et al., 2015). This approach
aims to find latent cross-lingual topics that have language-specific representations given by per-
topic word distributions for each language. This model needs to be trained on a topic-matched
corpus (or comparable corpus) and can then be applied to unseen data in any of the languages it
has been trained on. The most poignant example of a comparative corpus is Wikipedia. Another
option is to sample for example newspaper articles with the same time stamps that mention the
same entities; it can safely be assumed that these refer to broadly the same events and topics.

Piccardi and West (2021) also use Wikipedia as an alignment strategy. But rather than seeing
the same article in different languages as equivalent bags of words, they treat them as equivalent
bags of links. The advantage of this method is that these links represent language-independent
concepts. So first they map the monolingual documents (i.e. the Wikipedia articles) to language-
agnostic bags-of-links, and then they use this as the input for a topic model. They use LDA, but it
could be the input for any type of topic model.

With the development of large language models and multilingual word embeddings Conneau
et al. (2020), researchers have implemented strategies to use these as a base for topic modeling.
One approach is to adjust the classic LDA model in order for it to allow for continuous (non-
discrete) input. Das et al. (2015) introduce Gaussian LDA, a model that takes embeddings as
input and defines topics as Gaussian distributions of probabilities over the multidimensional input
space. A hybrid approach was taken by Sia and Duh (2021), who introduce a model that is a
mixture of continuous (embedding) and discrete (word co-occurrence) representations. They use
an adaptive coefficient that gauges the reliability of each type of feature and places more weight
on the type it estimates to be more reliable. The authors found this approach to be especially
useful in settings where the multilingual embeddings were of low quality.

Sia et al. (2020) compare LDA-based approaches to clustering of word embeddings. They
extract contextualized embeddings and average them for each word type. They then performed
a weighted centroid-based clustering, using the LDA-based definition of the probability of a word
belonging to a topic to provide the weights. They found that, although their method does not
outperform embedding-based LDA, it does yield equivalent results, with less computational com-
plexity and shorter running time.
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Xie et al. (2020) use BERT sentence embeddings for an LDA analysis to detect topics in
scientific publications written in Chinese and English. They performed the topic modeling analy-
sis separately for the two languages and then compared and matched topics by calculating the
distances between the averaged embeddings

Chang and Hwang (2021) use multilingual word embeddings as the input for a model called
center-based cross-lingual topic model. They define their topics as vectors in the multilingual
embedding space. The probability of a word belonging to a topic is then calculated as a function of
its distance to this topic vector. This resulted in topics that were clustered by language, which the
authors solved by transforming the multilingual embeddings before the actual modeling, removing
dimensions that have too high of a predictive power for what language it comes from.

A simple approach to contextualized embeddings for topic modeling is used by Zhang et al.
(2022), who simply cluster contextualized sentence embeddings in the search for topics. A big
difference from classic topic modeling is that it clusters whole documents, rather than finding
a distribution of topics over documents. Although their experiments only use English data, this
approach could be extended and adapted to multilingual sentence embeddings.

Recently, several researchers have explored (and successfully implemented) neural topic
models (see Zhao et al. (2021) for a survey). An often-used base for neural topic model is the
model introduced by Miao et al. (2016). They use two modules. One module aims to regenerate
the words in a document based on its embedding; the second aims to predict whether a pair of
a question and an answer is correct (the answer answers the question) or not. Although their
model takes discrete documents as an input, it can be modified to allow for multilingual docu-
ment embeddings as an input. Srivastava and Sutton (2017) use variational inference for topic
modeling.

Neural topic models are easily scaled to more complex models and allow for better integration
and joint training with other neural models. They also allow for the incorporation of metadata.
Moreover, neural models can take word embeddings as input. This allows for the use of pretrained
multilingual embeddings as input for the topic model. This, however, opens up a new problem,
namely how to infer interpretable topics. This is often solved by adding a module that re-generates
words based on the observed latent variables (Miao et al., 2016; Srivastava and Sutton, 2017;
Bianchi et al., 2021).

Bianchi et al. (2021) create a zero-shot multilingual topic model, trained on English and tested
on Italian, French, German, and Portuguese. The advantage of this model is that it is trained
only on English, and the original English topics are then forced on the unseen languages, thus
avoiding the problem of separation by language.

Many studies find that fine-tuning can significantly improve the usefulness of pretrained em-
beddings. But it is not immediately obvious how one can fine-tune a model for an unsupervised
task. Mueller and Dredze (2021) experiment with several fine-tuning strategies for both mono-
lingual and zero-shot multilingual neural topic modeling. They find that any kind of fine-tuning
(no matter the task) improves the quality of the multilingual alignment of the topics. However,
although their model produces good results for each individual language, this cross-lingual align-
ment remains poor.

Another problem is that many cross-lingual topic are of poor quality; they are not very different
and tend to be repetitive (Mueller and Dredze, 2021). Wu et al. (2023) aim to resolve this by

https://hybridsproject.eu/

https://hybridsproject.eu/


Deliverable D1.2 State of the art of NLP applied to DA 50/72

maximizing distance between topics. Whereas basic topic models only maximize similarity within
the topic, they also aim to maximize dissimilarity between topics, resulting in better and more
informative topics. They also do a type of broad dictionary linking; they link a word not only
to its direct dictionary translation, but also to words with embeddings that are close by in the
monolingual embedding space of the target language. This also enables more interesting cross-
lingual topics.

6.3.1 Evaluation

Topic models are supposed to extract semantically coherent topics from text. These topics can
be rated by human annotators in terms of semantic coherence, topic diversity, and document
coverage. However, this does not allow for easy comparison between models, and it is relatively
expensive and subject to subtle differences in rater guidelines. Lau et al. (2014) use the man-
ual metrics of word intrusion (meaning the relative amount of annotators who notice the ’intruder
word’ in a topic) and coherence (the ’coherence rating’ given by human annotators). They pro-
pose a method to automize these methods using log likelihoods of synthetically generated word
intruders.

Several automatized metrics have been proposed for the evaluation of topic models. Perplex-
ity measures the ’surprisedness’ of a model when seeing a certain piece of data. A topic model’s
perplexity over held-out data can be seen as a metric for how well the model is able to predict
the topic distribution over data. Howevewr, this metric does not generally correlate with human
judgments, and it is not concerned with topic quality (Zhao et al., 2021).

Topic coherence and topic diversity can be used to assess the quality of the produced topics.
These metrics tend to be sensitive to small difference in formulation of the topic; Zhao et al. (2021)
therefore recommend to calculate different metrics and take the average as a general indicator of
topic quality in a model. A problem with these measures, especially when applied to multilingual
topic models, is that they focus on intra-topic properties, and not on inter-topic properties, even
though those tend to be the most problematic for multilingual models: the problem is often that
topics are repetitive, or separated by language rather than topic. These metrics are not able to
adequately capture them. A solution is proposed by Nan et al. (2019), who use topic uniqueness
as an additional metric to measure topic model quality. Chang and Hwang (2021) combine met-
rics of topic diversity and coherence with a crosslingual-specific metric. For their parallel corpus,
they calculate the convergence of assigned topics between parallel sentences. For their non-
parallel corpus, they introduce a probing-based metric that uses the predicted topics in language
A to train a classifier that is tested on data from language B.

Bianchi et al. (2021) evaluate their zero shot model by comparing the results for the unseen
languages to the results on the same data but machine translated. They compare the amount of
matches (same topic predicted), centroid embeddings (of the five words describing the topics for
English and non English), and topic distribution over English vs. non-English documents. They
also use a qualitative (manual) evaluation.
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6.3.2 Challenges and future work

A specific problem mentioned by several authors (Maier et al., 2022; Shi et al., 2016) is the noise
added by different transliterations or translations of names. A possible solution could be some
kind of entity linking pre-processing step.

To the best of my knowledge, there is currently no benchmark dataset for multilingual topic
modeling. Moreover, different authors use a wide variety of metrics in order to estimate model
performance. This makes it difficult to compare models. On the other hand, just having a bench-
mark dataset would not solve this problem: there is something inherently subjective about the
detection of good topics, and what exactly a model needs to do will depend on the specific data
and application. Or, as said by Maier et al. (2022): ’We cannot say which approach is better, but
instead focus on what each approach is better at ’ (p. 33)

6.4 Conclusion

As we have seen in this chapter, there are a wide range of approaches and applications for
multilingual NLP in the domain of discourse analysis. Generally, the past 5 years have seen
a shift to multilingual pretrained embeddings and transfer learning frameworks. Although these
contextualized word representations are easily implemented in neural architectures, they are not
so easily combined with models that presuppose a discrete BoW representation of text, such as
classic LDA.

A common problem across multilingual tasks is the lack of high quality datasets. Data avail-
ability is especially a problem for RST analysis, where annotation is difficult and expensive. Other
fields also deal with this problem, but several strategies have been developed in order to over-
come the lack of ideal datasets.

The last problem is evaluation. Discourse analysis tasks are often complex and subjective,
meaning the performance of a model is usually not well captured by one single number. On
the other hand, the absence of a commonly adopted metric makes it difficult for users and other
scientists to compare models and/or decide which one will best fit their use case.

7 Overall Conclusion

This document represents the in-depth work in systematically addressing the different scientific
approaches currently existing within the computational treatment of discourse, both at a formal,
methodological, and algorithmic level.

The D1.2 report encompasses the work done by five DCs in the doctoral network (DC 1 –
5), i.e. those that are mainly focused on the application of human and social sciences and in
a more discourse-oriented linguistic level. It is complementary to the D1.1 Technical report on
the state of the art on hybrid methods in NLP, in which more algorithmic works related to other
linguistic levels are summarized. Thus, both deliverables fulfilled the WP1 aim which is designing
the technological objectives based on Hybrid Intelligence (RO1). WP1 encompasses all doctoral
researchers (DCs) as they will all follow the HI strategy which is the methodological pillar that
supports the project.
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We cover in a transversal way two main aspects of the relationship between discourse and its
technological approaches. Firstly, we present the main formal theories for representing discourse
computationally: RST (Section 2), Dialogical Argumentation (Section 3), Speech Act Theory
(Section 4), and ad hoc formalizations depending on the domain, focusing on conspiracy theories
as an illustrative example (Section 4). Secondly, we review existing algorithms and methods for
several computational tasks related to discourse in a multilingual sphere (Section 5), including
parsing, topic modeling, discourse analysis, or coherence measurement.

Thus, this document represents the theoretical discourse formalisms and the up-to-date algo-
rithms upon which HYBRIDS DCs’ activities will be based, and that will inform the implementation
of new tools and approaches for a hybrid intelligence discourse treatment.
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for Argumentation Mining. In Camelin, N., Estève, Y., and Martı́n-Vide, C., editors, Statisti-
cal Language and Speech Processing, volume 10583, pages 94–105. Springer International
Publishing, Cham.

Rozado, D. (2023). The Political Biases of ChatGPT. Social Sciences, 12(3):148.

Rubin, V., Conroy, N., Chen, Y., and Cornwell, S. (2016). Fake news or truth? using satirical cues
to detect potentially misleading news. In Proceedings of the Second Workshop on Computa-
tional Approaches to Deception Detection, pages 7–17, San Diego, California. Association for
Computational Linguistics.
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