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1 Introduction

In today’s digital age, politics and the online world are deeply intertwined. This report aims to shed
light on how false information spreads across social networks and traditional media, particularly
in the realm of politics.

Political disinformation involves spreading false or misleading information to influence public
opinion or cause confusion. It’s a significant challenge because it clouds people’s understanding
of what’s true and what’s not.

A key aspect of this problem is hate speech, where individuals use hurtful language to target
others based on their identity or beliefs. Hate speech can fuel division and harm in society,
making it a critical issue to address.

Another concern is the rise of deep fake news, where manipulated videos or images portray
individuals saying or doing things they never did. This deceptive practice undermines trust and
complicates efforts to verify information online.

Additionally, hyperpartisan news exacerbates the spread of disinformation by presenting bi-
ased viewpoints that cater to specific political leanings. This further polarizes society and con-
tributes to the dissemination of false information.

Despite these challenges, fact-checking serves as a vital tool in combating disinformation
by verifying the accuracy of claims. However, effective fact-checking requires reliable data and
robust methodologies to navigate the complexities of online misinformation.

Through this report, we aim to explore these issues in depth and identify strategies to address
the spread of political disinformation. By fostering greater awareness and understanding, we can
work towards promoting a more informed and resilient society in the digital age.

https://hybridsproject.eu/
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2 Definitions

The following section will introduce disinformation and some of its key concepts in the political
domain. Treating the definitional issues related to various forms of current state of the art political
disinformation will aid in grounding the analysis of the threats they pose in section 3.6. The key
areas of impact of disinformation that we identify are: deepfakes, hate speech and hyperparti-
sanism.

2.1 Disinformation

There are no universally agreed-upon scientific definitions or methods for applying the concept of
dis-, mis- and malinformation in practice, there are (many) common sense definitions [Baines and
Elliott, 2020]. A general definition of disinformation is information simply “intentionally misleading
information” [Fallis, 2014]. Broadly speaking, disinformation can be distinguished from misinfor-
mation and malinformation given that misinformation is false information (in the sense of being
incorrect), whereas malinformation is true or correct information that is spread in an incorrect
context and thus constitute “reconfigurations of the truth” [Baines and Elliott, 2020]. This means
that disinformation ⊆ misinformation1. Next to the differences that tend to arise in the conceptual
modeling of disinformation between disciplines, the other main challenge with defining disinfor-
mation and its related concepts is that it is difficult to devise such definitions and taxonomies that
are conceptually sound and yet parsimonious, and at the same time scientifically operationaliz-
able and valid [Baines and Elliott, 2020].

Disinformation can be approached from a variety of fields, including (at least) philosophy, cog-
nitive and social psychology, communications studies, linguistics, political science, sociology, and
computer science and information theory. In addition to differences between common sense and
technical definitions of information and disinformation [Baines and Elliott, 2020], each field also
tends to its own understanding of the concept of information [Søe, 2014] This plurality of perspec-
tives is necessary because disinformation is a complex phenomenon. This is because analyzing
disinformation content and the nature of its production, dissemination, and their negative impacts
both at the level of the individual and the level of society requires cannot be answered adequately
from within any single discipline. Within the scope of this report, we restrict ourselves primarily
to the computational, communicative and linguistic perspectives on the state of the art of political
disinformation.

Due to the disciplinary wealth of perspectives, and the diversity of the types of disinformation
(more on this in a moment), it is notoriously difficult to define disinformation in such a way as to
cover all the contexts in which it appears. For the purpose of defining the state of the art of political
disinformation, however, we can modify a recent comprehensive taxonomy given by [Chen and
Shu, 2024]. Keeping in mind that disinformation is intentionally misleading information, common
types of disinformation include false news2, deepfakes, rumors, conspiracy theories, clickbait,
misleading claims, cherry-picking in the political domain3. Adding to this we can distinguish

1In a strict sense, misinformation also includes satire.
2As has been pointed out, ‘fake news’ has itself become a polarized and contested term [Molina et al., 2021; Vosoughi

et al., 2018]. For this reason we use the phenomenon as ‘false news’ instead.
3Most of these types apply to other domains such as health, science, finance, etc. (cf. [Chen and Shu, 2024]).
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between these types based on the dissemination (one-to-one or one-to-many [Buchanan et al.,
2021], modality (textual, auditive, visual, multimodal), genre (social media post, news/scientific
article, etc.) and communicative and epistemic errors4 committed that each type can instantiate.

2.2 Hate Speech

There is no formal definition of hate speech, but previous works [Davidson et al., 2017; Founta
et al., 2018; ElSherief et al., 2018a,b; Mathew et al., 2021; Silva et al., 2021; Das et al., 2023]
deepened on this topic, defining it as “language characterized by offensive, derogatory, humiliat-
ing, or insulting discourse [Founta et al., 2018] that promotes violence, discrimination, or hostility
towards individuals or groups [Davidson et al., 2017] based on attributes such as race, religion,
ethnicity, or gender [ElSherief et al., 2018a,b; Das et al., 2023]”. Under this definition, which
aligns very well with the United Nations one [Nations, 2023], we frame our hate speech definition
by differentiating hate speech from non-hate and offensive speech.

When defining hate speech in the political realm, we can build upon the previously pro-
posed definition by emphasizing its political nature and the resulting impacts or consequences.
Then, based on the provided definition of hate speech, we can extend this to define political
hate speech as “language that includes offensive, derogatory, humiliating, or insulting discourse
specifically targeting individuals or groups based on their political beliefs, affiliations, or ideolo-
gies”. Political hate speech aims to promote hostility, discrimination, or violence against individ-
uals or groups due to their political views, involvement in political activities, or association with
particular political parties or figures. This type of speech can contribute to polarization, division,
and conflict within political discourse and society at large.

2.3 Implicit Hate Speech

As pointed out in 2.2, hate speech can be defined as offensive, derogatory and humiliating dis-
course that is used to incite violence and discrimination against people belonging to a particular
race, religion, ethnicity, or gender. In this section we will provide definition of another type of hate
speech called implicit hate speech which are notoriously difficult for models to detect.
Implicit hate speech as defined in [ElSherief et al., 2021] is ”coded or indirect language that dis-
parages a person or group on the basis of protected characteristics like race, gender or cultural
identity”. Implicit hate speech is difficult to detect because of the lack of keywords that can help
the model identify implicit texts unlike more overt forms of hate-speech [Waseem et al., 2017;
Wiegand et al., 2019] and hence classifiers trained on more overt forms of hate speech don’t
perform well when presented with the task of detecting implicit hate speech [Caselli et al., 2020].
Since this kind of speech is difficult to detect, extremist groups can use this language to incite
violence while denying accountability [Dénigot and Burnett, 2020], and hence efforts are required
to detect implicit hate speech, from curating of datasets to creating robust models.

4E.g., violations of Gricean Maxims on the one hand and epistemic errors like total fabrication, being unverifiable,
vagueness, or ambiguity on the other.
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2.4 Deepfakes

The term “deepfake” is a popular term, derived from ‘deep learning’ and ‘fake’ (media) content
[Shoaib et al., 2023; Danry et al., 2022]. It refers to a broad category of deceptive and inauthentic
digital content that has been deliberately crafted to manipulate its audiences across modalities,
typically (though not exclusively) as part of larger disinformation campaigns on online social me-
dia platforms in political contexts.

2.5 Hyperpartisan News

When addressing hyperpartisanship, we should differentiate between the vastness of political
and computer science literature. In the former, hyperpartisanship is described in its intrinsic na-
ture, considering its political traits and societal implications. The latter case implies simplifying
the concept to fit the necessity of the detection task with Machine Learning or Deep Learning
methods. For instance, only some aspects of the issue are considered, i.e.: content style, and
source, while other traits are not evaluated when attempting the classification. That could impli-
cate limiting the process of tackling hyperpartisan news by misunderstanding or misinterpreting
the phenomenon. Indeed, hyperpartisan news detection has been categorized under the fake
news domain [Dumitru and Rebedea, 2021], although a hyperpartisan article does not always
coincide with fabricated and untruthful facts. Another misconception consists of considering an
article as extremely polarized only because the newspaper or the journalist has a clear political
preference. In other words, despite its political leaning or ideology, left or right-wing journals will
not always publish only hyperpartisan articles. Unfortunately, in some articles [Azizov et al., 2023;
Ko et al., 2023], the assignation of the hyperpartisan golden label is based on the news outlets’
political leaning inferred by experts, like the case of Allsides5. Thus, giving a comprehensive
and exhaustive definition to hyperpartisanship is a difficult challenge, especially considering that
sometimes this concept overlaps with similar ones, at least in Computer Science.

Given the notions of ethos, logos and pathos, Weiai Wayne Xu and Kim [2020] found three
factors determining the odds of sharing news: transparency, content style and moral framing.
Hyperpartisanship involves each of them and at different levels: the media propagating the news
outlet that usually defines itself as alternative [Ernesto de León and Adam, 2024; Kristoffer Holt
and Frischlich, 2019], the political agenda of the news publisher and its coverage bias [Lyu et al.,
2023; Gangula et al., 2019; Yang et al., 2016], the stylistic traits that shape the content, the
propagandistic aim displaying itself through specific biases [Maggini et al., 2024; Gangula et al.,
2019], and the audience it is addressing [Yang et al., 2016]. Thus, different factors contribute to
making an article hyperpartisan.

Authors like Garg and Sharma [2022]; Dumitru and Rebedea [2021] highlight the importance
of the intentionality of news to be misleading or distorting the facts as a feature of hyperparti-
sanship. Furthermore, the presence of the intent could result in considering hyperpartisanship in
either the misinformation or disinformation category. The primary distinction between these two
close fields is the intentionality with which an article conveys doubtful truth and propagandistic
content. The problem of investigating the vicious intent is related to the perception of news as

5https://www.allsides.com/unbiased-balanced-news
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spreading it. This fact is subjective and depends on the readers’ political orientation and level of
conflictuality with the content.

Currently, researchers employ various methodologies, ranging from traditional machine learn-
ing (manually crafted features, linguistic patterns, sentiment analysis, rule-based systems) to
deep learning methods (Convolutional Neural Networks, Recurrent Neural Networks, Long Short-
Term Memory), Transformers and hybrid approaches. To streamline the detection process, work-
ing with few labels or binary classification would be the best trade-off. That approach will avoid
resource consumption and score better results [Aksenov et al., 2021]. Interestingly, hyperparti-
san news employs the same formal textual structure as standard news [Kiesel et al., 2019], but
emphasizes a one-sided political agenda [Lyu et al., 2023; Barnidge and Peacock, 2019], often
introducing anti-system narratives [Barnidge and Peacock, 2019], thus labeled as alternative,
highlighting the contrast with mainstream sources and resulting in a division counterposing two
contrasting subjects, us against them, with a different perception of what is the truth. To un-
derscore this dichotomy, SemEval 2019 Task 4 introduced two classification labels: mainstream
and hyperpartisan. Due to these traits, hyperpartisanship has been considered to be close to
conspiracy theories [Ernesto de León and Adam, 2024].

https://hybridsproject.eu/
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3 Real and Potential Threats

As it stands, the potential risks and benefits of frontier AI, meaning cutting-edge developments in
the research and innovation of artificial intelligence applications, are many and are only expected
to increase. Frontier AI includes current advanced algorithms and large models, and generative
AI (GenAI) [Shoaib et al., 2023]. As such, frontier AI can be considered the state of the art in
terms of political disinformation. In the context of the production and dissemination of disinfor-
mation in social and legacy media alike, the main threat of frontier AI in the domain of political
disinformation, at the time of this writing, is to generative AI and its applications in the visual,
textual, auditive and hybrid modalities. From a birds-eye view, the largest threat of GenAI is its
potential to undermine trust in its many forms given that “without trust, conspiracy theories flour-
ish, scientific consensus is questioned, and social polarization deepens” [Shoaib et al., 2023].

One approach to conceptualizing and concretizing the threats implied by the potential for
abuse in technology in general is threat modeling, a methodology with roots in informational
security (infosec). Recently, authors working on mapping and pre-empting the potential threats
of frontier AI have used threat modeling as a way to analyze the threats in the specific case
of generative AI and its potential application in producing disinformation content in the textual
domain [Crothers et al., 2023; Buchanan et al., 2021]. The threat model proposed by Crothers
et al. [2023] covers four main types in the textual modality, of which three are relevant in the
political domain: exploitation of AI Authorship (including article or opinion piece submission at
scale),online Influence Campaigns (including propaganda, astroturfing and information warfare),
and spam & harassment (direct messages and comment submissions at scale) [Crothers et al.,
2023, p.9].

3.1 Disinformation

The potential social impact of disinformation campaigns can be analyzed through methods such
as threat modeling. Assessing the real social impacts of disinformation is a complex task. There
are two reasons for this. First, assessing the impact of a disinformation campaign requires an-
swering open questions that are difficult to quantify. For example, in disinformation detection
research the most fundamental question is precisely: “what makes disinformation effective?”
[Buchanan et al., 2021]. Evaluating the effectiveness of a piece of disinformation used in a larger
campaign (e.g., a deceptive social media post about fabricated events) requires analyzing its
psychological, social, linguistic impacts and conditions for success at the level of the individual,
and its political and social impacts at the level of the collective (communities, society at large).
Second, in answering questions such as these, researchers depend on incomplete information
about the identity and means of threat actors. One reason for this is that the situation, in which
bad actors produce disinformation ’one step ahead’ of the researchers and journalists who work
on detecting it, is fundamentally adversarial. One example of this is the prevalence of dark num-
bers of inauthentic accounts, such as trolls and bots, that are active on social media platforms.
Similarly, as a form of manipulation and deception (see 2.5, disinformation works in epistemically
asymmetrical situations where the receiver, audience, or target is unaware of its character.

A common answer to the fundamental question of what makes disinformation effective from

https://hybridsproject.eu/
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the perspectives of psychology and policy, is that it tends to confirm pre-existing views and re-
inforce socio-political division which already exist [Buchanan et al., 2021]. The more complex
questions of how disinformation is effective is best answered by focusing on specific disinforma-
tion campaigns.

Disinformation in the political domain poses general threats, both directly and indirectly. It
can directly impact and endanger political candidates and interfere with electoral campaigns via
narrative manipulation and astroturfing, and it indirectly harms societies at large through the
erosion of public trust [Fallis, 2014; Shoaib et al., 2023; Pawelec, 2022], i.e., that the undermining
of general trust in online information and its sources among the public as well as expert sources.
It is expected that a general decrease in the trust of content, platform, and users of our information
environments might lead to a gradual destabilization of electoral campaigning and reporting, and
a larger degree of partisan polarization6 in the political domain as a consequence of this. It is
worth mentioning that the proliferation of disinformation poses a potential threat at the collective,
societal level outside the political, such as threatening public health by promoting skepsis of
vaccines or expert advice in the health domain, undermining trust in emergency-response efforts
[Graham and Bogle, 2022], and financial and commercial manipulation via false promotion of
products and services.

As is the case with other forms of frontier AI, GenAI poses a state-of-the-art threat in the con-
text of political disinformation. Although several types of generative model architectures exist, the
current state-of-the-art of GenAI in many applications is currently held by generative adversarial
networks Goodfellow et al. [2014] produce text, audio and video, as the name suggests, after
being trained in an adversarial learning regime whereby a discriminator and generator iteratively
improve one another. As such, generative models are inherently adversarial, and this fact has led
researchers to describing the current situation where generative models are becoming increas-
ingly democratized, and available to threat actors, as a ‘cat-and-mouse game’ with the odds in
favor of those that seek to generative disinformation content in various contexts online and the
researchers that seek to detect it [Bontcheva et al., 2024; Shoaib et al., 2023].

In the textual domain, recent work has explored various strategies that could be employed
by threat actors to generate disinformation content in a political context. Buchanan et al. [2021]
show that OpenAI’s ChatGPT-3 model can be prompted to generate text that expresses climate
denialist sentiments, politically confrontational (false) headlines, (hyper)partisan headlines and
articles, and conspiratorial tweets, which could be used in disinformation campaigns to carry out
narrative reiteration, elaboration, manipulation, seeding and wedging. Chen and Shu [2024] show
that ChatGPT-3-5, Llama2-7b, Vicuna-7b can be used to generated misinformation (uintention-
ally) through hallucinated generation (HG), and (intentionally) through different forms of arbitrary
(AMG) and controllable (CMG) misinformation generation.

3.2 Hate Speech in Political Discourse

In recent years, the use of hateful and divisive language in political discourse has become a
pressing issue with far-reaching consequences. Hate speech, particularly within the realm of
politics, poses significant threats to democratic values, social cohesion, and individual well-being.

6Sometimes referred to as ’wedging’ or ’deepening’ of socio-political divides [Buchanan et al., 2021].
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Political discourse, which ideally should foster healthy debate and exchange of ideas, is in-
creasingly damaged by hate speech. Hate speech refers to language that seeks to attack, intimi-
date, or incite violence against a particular group based on characteristics such as race, ethnicity,
religion, gender, or political beliefs. When employed within politics, hate speech can undermine
the foundations of democracy by polarizing societies, eroding trust in institutions, and diminishing
respect for diverse viewpoints.

Several works have studied the presence of hate speech in political discourse. Agarwal et al.
[2021] have analysed 2.5 million tweets to identify hate speech against members of the par-
liament and they characterised hate across multiple dimensions of time, topics and members’
demographics. Other works acknowledge the presence of hate speech in the political discourse
in social media. Solovev and Pröllochs [2022] analyzed how the amount of hate speech in replies
to posts from politicians on Twitter depends on personal characteristics, such as their party affili-
ation, gender, and ethnicity.

The phenomenon of hate speech in political discourse is not confined to specific regions but is
a global concern affecting societies worldwide. From the United States [Grimminger and Klinger,
2021] to Europe [Grapă and Mogos, , 2023], India [Masud and Charaborty, 2023], and beyond,
instances of inflammatory rhetoric and discriminatory language in political settings have been ob-
served. Each region may have its unique socio-political dynamics and cultural contexts influenc-
ing the nature and targets of hate speech. However, the underlying impact remains consistent:
polarization, division, and the erosion of trust within communities. Recognizing the global scope
of this issue underscores the importance of developing comprehensive strategies and leveraging
technologies to address hate speech effectively on an international scale.

3.3 Implicit Hate Speech

As defined in 2.3, we saw that implicit hate is defined as a coded language that is used to incite
violence against groups belonging to race, religion, ethnicity or gender. These type of language
can be very hard to detect by a model because of the absence of linguistic signals that can aid the
model in helping to classify the corresponding text. Hartvigsen et al. [2022]; Jurgens et al. [2019];
ElSherief et al. [2021] have started focusing on other constructs of hate speech like sarcasm,
circumlocution which requires the models to make sense of the text rather than focusing on
tokens related to overt hate speech [Ocampo et al., 2023a; Waseem et al., 2017]. Attempts have
been made to detect implicit hate speech in both curation of datasets and development of models.
ElSherief et al. [2021]; Sap et al. [2020] released 2 datasets (LatentHatred and SBIC) that aid in
detecting implicit hate speech. Hartvigsen et al. [2022] also released a dataset named ToxiGen
which was machine generated using GPT-3 model [Brown et al., 2020]. With the rise of LLMs
like GPT-4 OpenAI et al. [2024] and open source alternatives like Llama-2 [Touvron et al., 2023]
and Gemma [Google, 2024], attempts have been made to detect implicit hate speech using both
open-source and closed source models. Huang et al. [2023] proposed a prompting framework
inspired by chain-of-thought [Wei et al., 2023] prompting method to tune large language models
to generate explanations for the classification of a text to hateful or non-hateful. Kim et al. [2022];
Ocampo et al. [2023b] have also tried to build robust classifiers using contrastive learning and
adversarial examples respectively. But the there seems to be gaps in incorporating quality metrics
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as well as mitigation of biases that exist in hate speech classification systems [Santurkar et al.,
2023]. We will elaborate about models and datasets in Section 4.2.

3.4 Deepfakes

As mentioned previously in section 2.5, deepfakes concern various forms of AI-generated content
(AIGC) deception [Shoaib et al., 2023]. Insights from recent work in deception detection research
indicate that humans have roughly the same amount of difficulty (and corresponding poor suc-
cess rate) with detecting deceptive content across modalities (text, audio, video) [Hancock and
Bailenson, 2021]. The main threat of deepfakes has been described as ‘the epistemic threat that
people can be lead to acquire false beliefs’ [Fallis, 2021; Hancock and Bailenson, 2021], which in
turn has detrimental down-stream effects on both on individuals and societies.

The state of urgency in which we find ourselves at present has cannot be understated. Ex-
tending on the notion of the “infodemic” [Baines and Elliott, 2020] during the spread of health
d/misinformation during the COVID-19 pandemic, Fallis [2021] have raised worries that the gen-
eral epistemic threat of deepfakes is setting us on a path towards an outright “infopocalypse”.

3.5 Hyperpartisan News

Algorithms permeate various aspects of our society, exerting differing degrees of influence. Within
political processes, they serve as a regulatory force, controlling the flow and consumption of infor-
mation [Wagner et al., 2021]. The proliferation of hyperpartisan news in recent years has raised
significant concerns regarding political stability. The emergence of alternative media platforms
exacerbates risks to democracy [McCoy and Somer, 2019], as they often propagate divisive con-
tent [Kristoffer Holt and Frischlich, 2019]. Addressing this issue, along with related phenomena
such as misinformation and disinformation, requires leveraging machine learning and deep learn-
ing methods due to their effectiveness and scalability.

Hyperpartisan news outlets frequently deviate from the objectivity and factual standards ex-
pected of professional journalism. Instead, they report events with a pronounced bias towards
specific ideologies and political parties. These biases, often compounded with other rhetorical
techniques, serve to disseminate propagandistic content, which can mislead and manipulate au-
diences.

As individuals and political parties strive to undermine their adversaries and secure an edge,
hyperpartisanship often fuels the dissemination of misinformation and propaganda. This trend
ultimately erodes trust in the political process and exacerbates political divisions within society.

Since news is a form of content, it carries a narrative that significantly shapes one’s social
identity. Social identity theory posits an inherent division, both internal and external, among mem-
bers of various groups, often favoring those who are similar over those who are different [Novoa
et al., 2023]. Given that different coalitions are grounded in distinct beliefs, we can view hyper-
partisanship as a form of epistemological polarization. The digital landscape, particularly with the
advent of social media [Barnidge and Peacock, 2019], has facilitated the proliferation of hyper-
partisan news, thereby exacerbating polarization among audiences. This proliferation has led to
the emergence of echo chambers, enclosed epistemic communities where individuals reinforce
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shared perceptions of reality, typically aligned with specific political ideologies or issues. Within
these echo chambers, exposure to differing viewpoints is limited, as communication tends to re-
inforce preexisting assumptions [Ross Arguedas et al., 2022], even in the face of contradictory
evidence. Consequently, those who uphold the dominant narrative within these homogenous so-
cial clusters gain influence. Such insulated social environments perpetuate polarization through
a feedback loop that reinforces entrenched opinions [Hobolt et al., 2023]

When this phenomenon permeates the structure of the government, it has the potential to
cause its collapse, as political parties become unable or unwilling to compromise.

3.6 Fact-checking for Combating Political Disinformation

As we already discussed, political disinformation is a growing concern with a greater impact on
society [Allcott and Gentzkow, 2017]. At the same, several fact-checking organizations and plat-
forms were introduced over the past decades to fight against political disinformation. Several
studies reveal the impact of fact-checking on individuals in identifying the truthfulness of political
statements, and the corresponding impacts during political movements [York et al., 2020; Winter-
sieck et al., 2021]. While fact-checking plays a key role in restoring the credibility of information
and social trust, the task remains challenging due to the wide range of threats we already dis-
cussed. In this section, we discuss the role of fact-checking in combating disinformation in the
political domain.

Political claim extraction: analysing the truthfulness of political discourse begins with extract-
ing claims made by political entities that have the potential to mislead the public. Various research
focuses on this direction by extracting check-worthy claims and prioritizing them for the verifica-
tion process. This includes claim extraction from political debates, transcripts of proceedings,
social media posts about political movements, manifestos, and newspaper reports [Hassan et al.,
2017; Blokker et al., 2020; Beltrán et al., 2021; Patwari et al., 2017].

Political evidence gathering: followed by claim extraction, gathering accurate evidence plays
a key role in determining the veracity of political claims. Various sources have been used in the
literature for extracting political evidence for fact-checking. For example, Long et al. [2017] uses
the speaker’s credit history and metadata of the speaker as evidence. However, this information
may not be always available, hence several works utilize external resources such as Wikipedia
and Google search [Yasser et al., 2018] for evidence gathering. Further, integrating multiple
sources such as external reports with the credit history, and metadata of the speaker [Karimi
et al., 2018] and utilizing the stance towards the speaker’s statements [Hassan and Lee, 2020]
have shown to be serving as powerful evidence.

Political false news detection: given political claims and evidence related to them, the false
news detection task identifies the veracity of the claims. This may vary from a binary classification
(true or false news) to a multi-class classification. The challenge escalates when false news is
mixed with true information, for example, a false claim referring to a true event. This demands
identifying the degrees of truthfulness (e.g. half true) in false news detection. For example, The
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PolitiFact7 fact-checks political claims and labels the accuracy of the claims into six levels, True,
Mostly True, Half True, Mostly False, and Pants on Fire.

Political rumour detection: rumour is defined with different definitions in the literature. Ac-
cording to the Oxford Dictionary, rumour is a piece of information passed from one person to
another which may or may not be true [Patel et al., 2022]. While various works treat rumour as
false information, the fact-checking domain characterizes a rumour as an unverified claim at the
time of reporting. Detecting rumour is often modeled as a binary classification indicating whether
a statement is a rumour or non-rumour. Subsequently, identified rumours can undergo further
scrutiny for veracity classification, determining whether a rumour is true or false or unverified
[Zubiaga et al., 2018]. Social platforms serve as a major source of spreading political rumours.
The content circulated on social platforms is often noisy and less semantic and spreads quickly
through evolving networks. Such rapid propagation of disinformation leads to rumours easily cir-
culated on social platforms. Existing research on rumour detection intends to analyze the stream
of social media posts or analyze posts from selected user accounts [Hussaini et al., 2022] for
identifying rumours. Further, the multimodal information present in social media posts such as
user details, hashtags, and URLs mentioned are also used as sources of information for accu-
rate rumour detection [Tam et al., 2019]. In addition to the analysis of content posted in social
platforms, the characteristics of the social graphs that depict the information spread can also be
analyzed to identify patterns of spread of rumours [Nguyen et al., 2024, 2023].

Real-time monitoring: verifying the truthfulness of political claims requires timely identification
of the veracity of the claims. Various researchers have attempted to develop real-time monitoring
systems to cater to this requirement. For example, ClaimBuster [Hassan et al., 2017] verified
the real-time fact-checking pipeline developed by performing case studies on live political debate
broadcasts on television and by monitoring real-time social media posts. Similarly, ClaimHunter
developed by Beltrán et al. [2021] monitors social media posts of selected accounts and retrieves
them in real time for the verification process.

Feedback-loop: the development of a fact-checking pipeline in political discourse requires
human-annotated data and feedback from journalists to build accurate models. This is often
done by annotating the transcripts of political debates and social media posts with the help of
journalists [Hassan et al., 2017]. Further, semi-automated annotation with human intervention
[Blokker et al., 2020] has also been explored in the literature for creating training data for political
fact-checking. Apart from the annotation tasks, research studies have attempted hybrid solutions
with humans in the loop to improve models’ performance. For example, ClaimHunter developed
by Beltrán et al. [2021] gathers real-time claims, notifies journalists through Slack channels, and
obtains their feedback for improving automated fact-checking performance.

7http://www.politifact.com/
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4 Models and Datasets

4.1 Hate Speech in Political Discourse

In the realm of addressing hate speech in political discourse, the availability of datasets and the
development of machine learning models play a pivotal role in analysis and mitigation efforts. This
chapter explores the landscape of hate speech datasets and the utilization of machine learning
models to identify and combat this phenomenon. By examining existing resources and techno-
logical advancements, we aim to uncover how data-driven approaches can contribute to a deeper
understanding of hate speech dynamics and inform effective strategies for promoting respectful
political dialogue, but also highlighting the potential issues with the current datasets and models.

Despite the progress made in hate speech in the political discourse using datasets and mod-
els, challenges persist in ensuring algorithmic fairness, addressing linguistic nuances, and adapt-
ing to evolving forms of hate speech in this field.

Several datasets have been developed to identify hate speech, particularly within the realm
of politics. One notable dataset focuses on the 2020 US elections [Grimminger and Klinger,
2021]. Grimminger and Klinger specifically targeted incidents of hatred in the political sphere
during this time, gathering data from Twitter using keywords related to presidential candidates,
campaign slogans, voter affiliations indicated by hashtags, and even politicians’ nicknames. They
meticulously annotated this dataset using binary classification.

Other projects have sought to encompass hate speech across various topics, including pol-
itics [Toraman et al., 2022]. Toraman et al. compiled a dataset by utilizing a broad range of
keywords and hashtags spanning different areas such as religion, gender, racism, politics, and
sports. For political content, they collected data using keywords like democratic party, republican
party, government, white house, president, Trump, Biden, or minister. Their dataset identified
1610 instances of hate speech in English tweets related to politics and 7657 instances in Turkish
messages.

Another study by Rezvan et al. focused on capturing various types of hate speech in the polit-
ical domain [Rezvan et al., 2018]. They annotated a Twitter corpus of 25 000 entries, categorizing
content into types of harassment: sexual, racial, appearance-related, intellectual, and political.
Political harassment, as defined by them, involves discussions on political views regarding issues
influenced by the government, such as global warming, the opioid epidemic, immigration, or gun
control. Politicians and politically active individuals are typical targets. They created this dataset
using a lexicon that included terms associated with different types of hate speech, including words
like cockmuncher, towel head, dickwad, propaganda, and demon.

Other authors decided to focus on the impact of politically biased data on hate speech clas-
sification in German language [Wich et al., 2020]. Therefore, they constructed three politically
biased datasets (left-wing, right-wing, politically neutral) and compared the performance of clas-
sifiers trained on them. They used an existing Twitter hate speech corpus with binary labels
(offensive, non-offensive), extracted the offensive records, and combined them with three data
sets each (politically left-wing, politically right-wing, politically neutral) implicitly labeled as non-
offensive. These three new created datasets were built by using keywords from different topics
that were generated from the existing dataset.
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In general, the methods used to create datasets in this area heavily rely on using keywords.
However, this approach can lead to biases in the data. For instance, if these keywords focus too
much on certain individuals or politicians, or if they include offensive language (which might not
always be indicative of hate speech), it could skew the dataset. This approach might also overlook
other ways hate speech can be expressed in this context. Some suggestions to gather diverse
data from social media without bias, are adopting a random sampling approach across platforms
like Twitter, Facebook, and Reddit. Moreover, filtering sampled data using automated methods
for relevance, and then engage human annotators from diverse backgrounds to manually label
potential hate speech. In addition, iterating on sampling and annotation processes to enhance
the dataset quality and representativeness, can foster inclusivity in hate speech detection model
development.

There are several notable issues with existing datasets for hate speech detection in the po-
litical domain. Firstly, many datasets lack sufficient context, which can lead to misinterpretations
of the data. Additionally, there is a scarcity of multilingual data, although some efforts have been
made for German language datasets. Another significant gap is the absence of a universally
agreed-upon definition of hate speech, which hinders efforts to effectively address this problem.

Different authors have also run experiments and baselines on datasets of hate speech in
political discourse. Grimminger and Klinger [2021] experimented with their curated dataset and
achieved a F1-score of 0.53 for the detection of hate speech posts. Other efforts trained different
models on the multiclass task of hate speech detection (hate, offensive, normal), and achieved a
F1-score of 0.83 for English data using Megraton model (Megatron introduces an efficient parallel
training approach for BERT-like models to increase parameter size) [Toraman et al., 2022].

Advancements in NLP and ML have revolutionized our ability to detect and analyze hate
speech within the realm of political discourse. In recent years, researchers and technologists
have developed sophisticated models trained on large datasets to automatically identify and cat-
egorize hateful language in political contexts. Now, we delve into the landscape of existing NLP
and ML models tailored specifically for detecting hate speech, exploring their methodologies,
strengths, and limitations.

4.2 Implicit Hate Speech

We introduced the concept of implicit hate speech in Subsection 2.3, which is defined as the
use of coded language to incite hate against people belonging to particular religion, ethnicity or
gender. We also mentioned that such types of coded hate speech is difficult to detect by classi-
fiers trained on more overt forms of hate speech because of it’s dependence on tokens found in
more overt forms of hate speech [Waseem et al., 2017; Wiegand et al., 2019]. In this section we
will describe briefly the datasets that have been created, and the SOTA models that have been
developed to detect such coded language. As mentioned in 3.3, [ElSherief et al., 2021] released
a dataset to encourage efforts in detection of implicit hate speech. They collected data from Twit-
ter by focusing on eight different ideological clusters in the US defined by SPLC [2019] namely
Black Separatist (27.1%), White Nationalist (16.4%), NeoNazi (6.2%), Anti-Muslim (8.9%), Racist
Skinhead (5.1%), Ku Klux Klan (5.0%), Anti-LGBT (7.4%), and Anti-Immigrant (2.12%). Before
this Sap et al. [2020] released another dataset named SBIC dataset where they used a method
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known as Social Bias Frames to annotate data. Hartvigsen et al. [2022] also released a dataset
called ToxiGen where they used Chat-GPT to generate text data containing implicit hate speech.
Progress have also been made in development of novel methodologies, Ocampo et al. [2023a]
performed an in-depth study to facilitate a taxonomy of implicit hate speech messages, and
also discovered misannotations in SBIC dataset using their taxonomy and qualitative analysis.
Ocampo et al. [2023b] also proposed a methodology of increasing the performance of classi-
fiers to detect implicit hate speech by using adversarial training. Huang et al. [2023] used a
method which they named chain-of-explanation method inspired by the chain-of-thought prompt-
ing method developed by Wei et al. [2023] using Large Language models like GPT-2 [Radford
et al., 2019], GPT-Neo [Gao et al., 2020], BART [Zhang et al., 2022], OPT [Lewis et al., 2019]
and T5 [Raffel et al., 2019] models. Yang et al. [2023] proposed another framework which lever-
ages the reasoning capabilities of LLMs to detect implicit hate as well as provide the reasons for
detection.
Although these methods have shown great promise in detection of hate speech, the question re-
mains that how we can build better detection systems because the Large Language Models are
prone to biases [Gallegos et al., 2024]. Additionally some of the prompting methods used aug-
ment data (as in the case of ToxiGen dataset [Hartvigsen et al., 2022]) will not work at present
because of guardrails that are present when interacting with closed source LLMs [Dong et al.,
2024]. So one should avoid being over dependent on closed models like ChatGPT and GPT-4
and develop new methodologies that can leverage off the shelf pre-trained LLMs [Gururangan
et al., 2020] for tuning the models based on data selected using different quality and diversity
metrics. The detection of hate speech is still an open problem and with rising usage of social
media it has become imperative to not only put efforts into detecting overt forms of hate but also
the insidious forms of hate hidden in implicit hate speech. In the next section,we will focus on the
datasets and methodologies that have been built to tackle the problem of the spread of Deepfakes
and their limitations.

4.3 Deepfakes

4.3.1 Audio

The definition of deepfake audio is commonly accepted as an audio in which “important attributes
have been manipulated via AI technologies while still retaining its perceived naturalness” [Yi
et al., 2023]. The authors [Yi et al., 2023] classify the types of deepfake audio as text-to-speech,
voice conversion, emotion fake, scene fake and partially fake. The most relevant for deepfake
generation are text-to-speech and voice conversion.

Text-to-speech refers to the creation of natural speech from text based on deep learning mod-
els [Yi et al., 2023]. As pointed out by the authors, two recent results achieved the state of the art
in text-to-speech using generative techniques. The first, by Huang et al. [2022], use a diffusion
model as a generating method and the second, by Kim et al. [2021], use conditional variational
autoencoders with adversarial learning.

Voice conversion is the process of producing audio content that simulates the voice of a given
person [Walczyna and Piotrowski, 2023]. It typically consists of components that extract char-
acteristics of a persons’ voice and another component that uses them to generate the audio
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content. A seminal work in this task was done by Jia et al. [2018]. The authors create a text-to-
speech model capable of synthesizing voices of multiple speakers. In order to avoid recording
large amounts of data for many speakers, the authors decouple speaker feature extraction from
speech generation. Doing these tasks separately allows each of them to be trained indepen-
dently. Their speech encoder follows the same architecture of Wan et al. [2018] and is trained
to generate embeddings that maximize the cosine similarity for utterances of the same speaker
and minimize for different speakers. As a vocoder, they use wavenet [Van Den Oord et al., 2016].
More recent works tended to use Variational Autoencoders (VAE), like Long et al. [2022].

The speaker features and the text are passed to a generative architecture, typically consisting
of an encoder/decoder, to generate a speech spectrogram, which then will be fed into a vocoder
to produce the audio record. As pointed out by Walczyna and Piotrowski [2023], generators and
vocoders tend to use generative adversarial networks (GANs).

As pointed out by Zhang et al. [2023], deepfake audio detections may suffer from catastrophic
forgetting, that is, a model trained for one dataset, when fine tuned for another one, may lose
part of its predictive capabilities on the first dataset. To mitigate this issue, Zhang et al. [2023]
propose Regularized Adaptive Weight Modification, which projects new learned knowledge close
to the old knowledge feature space, to allow the model to learn how to classify the new data,
while preserving the already learned knowledge.

Deepfake audio detection has also been applied in anti spoofing scenarios. As noted by Khan
and Malik [2023], Siamese Networks have been a popular choice in detecting generated audios.
The authors themselves use Siamese Networks with shared weights to extract voice embeddings
and metric learning to differentiate between true and spoofed audios.

4.3.2 Image and video

GANs and autoencoders are the most prevalent deepfake generation techniques [Naitali et al.,
2023]. In the training process, the autoencoders learn the capacity to compress learned facial
features into a lower-dimensional space and this space can be used to generate new faces.
Akhtar [2023] presents a detailed review of methods for generation and detection of the following
categories of deepfakes:

• Identity swap: Identity swap is the substitution of a person’s face in an image with the face
of another person. CNNs and GANs have been used in face swap models.

• Attribute manipulation: it’s the modification of facial attributes. GANs and VAEs have been
the traditional models used for attribute manipulation.

• Face synthesis: this is the generation of non-real faces. Similar to other deepfake methods,
GANs have been used in face synthesis.

Nevertheless, according to Akhtar [2023], there are some issues with deepfake detection:

• Generalizability: models tend to perform well on training data, but have a hard time repro-
ducing this performance on unseen data.

• Explainability: like any deep learning model, it’s not totally clear how deepfake detection
models work and which characteristics in the data influence them the most.
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• Technological evolution: it’s hard for current models to keep up with the constant emergence
of new deep fake models.

• Vulnerability to adversarial attacks: Adversarial models can be trained to fool detection
models, making them vulnerable to this type of attacks.

Table 1 shows common deepfake datasets used for deepfake detection.

Name Reference Media Size

ASVspoof Nautsch et al. [2021] Audio 107 speakers
Celeb-DF Li et al. [2020] Video 590 real + 5639 fake
UADFV Yang et al. [2019] Video 49 real + 49 fake
DF-TIMIT Korshunov and Marcel [2018] Video 640 fake
FF-DF Rossler et al. [2019] Video 1000 real + 1000 fake
DFD Trinh and Liu [2021] Video 363 original + 3068 fake
DFDC Dolhansky et al. [2019] Video 1132 real + 4113 fake

Table 1: Deepfake datasets.

4.4 Hyperpartisan News

Understanding the limitations of datasets is crucial in the context of hyperpartisan detection.
While datasets serve as the backbone of machine learning algorithms in identifying hyperparti-
san content, they are not immune to certain constraints. These limitations encompass various
factors such as biases, imbalances, and incompleteness, which can significantly impact the ef-
fectiveness and reliability of detection models. By acknowledging these constraints, researchers
and practitioners can adopt more nuanced approaches and develop strategies to mitigate poten-
tial pitfalls in hyperpartisan content detection.

In this section, we will explore the inherent limitations present in datasets utilized within the
domain of hyperpartisan news detection. For a comprehensive overview of these datasets, we
encourage you to consult [Maggini et al., 2024]. Firstly, existing datasets often fall short of meet-
ing the criteria necessary for accurately defining the problem at hand. Specifically, due to the
nuanced rhetorical structures inherent in hyperpartisan articles, there is a notable absence of
a finely-grained, all-encompassing dataset capturing biases and rhetorical fallacies at the same
time. Essentially, what is lacking is a dataset where foundational biases are meticulously anno-
tated at the word or sentence level. Such a resource would not only deepen our understanding
of the rhetorical strategies employed by partisan journalists but also shed light on the minimal
elements responsible for bias, which could potentially be neutralized.

Moreover, the concept of hyperpartisan news is broadly defined [Schedler, 2023], and within
the realm of Computer Science, there is no consensus on its precise definition. This suggests
that the datasets constructed thus far may not accurately represent any particular political theory
but rather rely primarily on general definition [Kiesel et al., 2019] or political leaning features
coming from the news source [Liu et al., 2022]. Introducing a methodological framework could
potentially facilitate the application of political scoring metrics such as scale-points. This approach
could enable the computational assessment of partisanship levels in the media to be objectively
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quantified. It is imperative not only to accurately delineate the problem but also to consider the
socio-political dynamics of the relevant countries.

Additionally, the predominance of English datasets underscores the dominance of Anglo-
phone countries in this field, resulting in a skewed portrayal of polarization levels in other democ-
racies. This issue is compounded by the current limitations in data availability. For instance, the
legal dispute between the New York Times and OpenAI highlighted tensions surrounding the use
of copyrighted materials. Consequently, to safeguard intellectual property, news outlets have re-
stricted access to and usage of their content, further constraining data accessibility. This factor
contributes to the prevailing scarcity of data. Furthermore, the rapid obsolescence of data on
polarizing topics is another significant factor to consider. Trending issues that fuel societal polar-
ization can quickly become outdated. Addressing contemporary societal challenges necessitates
the availability of up-to-date datasets.

In conclusion, numerous factors impede progress in the field, primarily contingent upon the
availability of current data. Future research efforts are likely to focus on addressing the gaps
identified herein, ultimately contributing to advancements in the detection of hyperpartisan politi-
cal content.

4.5 Automated Fact-checking

Our previous deliverable D3.1 provides a comprehensive view of existing datasets and state-of-
the-art models in fact-checking research. This section discusses the research gap and open
challenges associated with the existing datasets and models in the fact-checking research era.

Limited Datasets: one of the key aspects hindering the progress of fact-checking research is
the unavailability of training data for specific needs. Especially, comprehensive multitopic claim
detection datasets, verifiable claim type detection datasets, claim clustering datasets, and ex-
plainable claim detection are yet to be developed for the research progress even in monolingual
settings. Automated generative approaches may be used as an alternative to generating suitable
datasets [Bussotti et al., 2023; Veltri et al., 2023].

Validity of Data Sources: annotating a massive amount of factual statements for their verifia-
bility, priority, similarity, and veracity is a tedious and expensive task. This resulted in relying on
existing tools such as the Google Fact Checking tool to partially automate the creation of training
datasets. Further, the transparency in the data gathering and annotation process often does not
persist, and these factors question the credibility of the existing dataset as well as the solutions
developed on it.

Consolidated Definition of the Tasks: defining verifiability, priority, and similarity of claims
may depend on various factors such as source, topic, target audience, etc. Therefore, a wide
range of definitions are used in the literature to tackle all three aspects of the claim detection
problem. This highly hinders the research progress with unified agreement on the definition of
the tasks.

https://hybridsproject.eu/



Deliverable D3.2 Hybrid NLP 23/36

Change of Claim Status with Time: both the true value and the requirement to determine the
verifiability, priority, similarity, and veracity of claims may change over time. Further, incorporating
this temporal nature of the problem is scarcely explored in the literature, mainly due to the un-
availability of datasets meeting these objectives, and the challenges associated with simulating
the real-time environment for accurate experiments.

Demand of Generalizable Solutions: as previously discussed, the source of factual state-
ments can be from various platforms and can be articulated in various formats, languages, and
modalities. Recent studies [Hale et al., 2024] have shown evidence of the existence of the same
claims across multiple platforms, written in multiple formats, lengths, and details. While this de-
mands more generalizable solutions to identify claims regardless of these factors, most of the
existing research focuses on developing solutions specific to a source, data format, language,
and modality.

Language Imbalance in Datasets: most of the existing multilingual datasets are composed
of a higher number of annotated samples for high-resource languages such as English, com-
pared to lesser-resourced languages. While existing research tried to tackle this problem via
sampling, and augmenting data in the underrepresented languages through machine translation
techniques, this could lead to biases in the training when the model is provided with more data
on certain languages.

In summary, various factors affect the progress of fact-checking research. Notably, the un-
availability of datasets meeting the task requirement serves as a key challenge. Promising future
direction includes the development of credible and comprehensive datasets, generalized solu-
tions, explainable fact-checking, and time-aware fact-checking.
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5 Conclusions

In conclusion, our exploration into the landscape of political disinformation in social networks
and the press reveals a complex and multifaceted phenomenon with far-reaching implications for
democratic discourse and societal cohesion.

Firstly, the intertwining of political disinformation with hate speech underscores the urgent
need for concerted efforts to combat online toxicity and promote respectful dialogue. Addressing
hate speech requires a multifaceted approach that encompasses not only regulatory measures
but also education and community-driven initiatives aimed at fostering empathy and understand-
ing. Also this survey focused on the concept of implicit hate speech which can be used by
dissenting parties to create problems while holding no accountability and the efforts that have
been made so far into detecting them.

Secondly, the emergence of deep fake news poses a formidable challenge to the integrity of
visual media and the authenticity of online content. As deep fake technology continues to evolve,
it is imperative to invest in advanced detection methods and robust authentication mechanisms
to mitigate the risks posed by synthetic media.

Moreover, the proliferation of hyperpartisan news highlights the corrosive effects of echo
chambers and ideological polarization on public discourse. Efforts to counter hyperpartisan-
ship must focus on promoting media literacy and critical thinking skills, empowering individuals to
discern fact from opinion and navigate diverse viewpoints with discernment.

Furthermore, while fact-checking represents a crucial line of defense against political disinfor-
mation, its effectiveness hinges on the availability of reliable data and sophisticated algorithms
capable of discerning truth from falsehood amidst the deluge of online content. Investing in the
development of advanced fact-checking tools and fostering collaborations between researchers,
journalists, and technology companies can enhance the efficacy of fact-checking initiatives and
bolster public trust in information sources.

In essence, addressing the scourge of political disinformation demands a comprehensive and
collaborative approach that engages stakeholders across government, civil society, and the pri-
vate sector. By fostering greater transparency, accountability, and media literacy, we can fortify
democratic resilience in the face of emerging threats and uphold the principles of truth, integrity,
and informed citizenship in the digital age.
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